Tackling Sampling Noise in Physical Systems for Machine Learning Applications: Fundamental Limits and Eigentasks
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The expressive capacity of physical systems employed for learning is limited by the unavoidable presence of noise in their extracted outputs. Although present in biological, analog, and quantum systems, the precise impact of noise on learning is not yet fully understood. Focusing on supervised learning, we present a mathematical framework for evaluating the resolvable expressive capacity (REC) of general physical systems under finite sampling noise, and provide a methodology for extracting its extrema, the eigentasks. Eigentasks are a native set of functions that a given physical system can approximate with minimal error. We show that the REC of a quantum system is limited by the fundamental theory of quantum measurement, and obtain a tight upper bound for the REC of any finitely-sampled physical system. We then provide empirical evidence that extracting low-noise eigentasks can lead to improved performance for machine learning tasks such as classification, displaying robustness to overfitting. We present analyses suggesting that correlations in the measured quantum system enhance learning capacity by reducing noise in eigentasks. The applicability of these results in practice is demonstrated with experiments on superconducting quantum processors. Our findings have broad implications for quantum machine learning and sensing applications.

I. INTRODUCTION

A physical system receiving an input stimulus typically evolves in response to it, such that its degrees of freedom become dependent on said input after a certain period of interaction with it. This everyday observation has a profound implication: any dynamical system can be viewed as performing a transformation of its input, realizing an input-output map [1]. This functional map can in principle be optimized, inspiring an emerging approach to learning with analog physical systems, which we will collectively refer to as Physical Neural Networks (PNN) [2–4]. PNNs employ a wide variety of analog physical systems to compute a trainable transformation on an input signal [5–17]. More precisely, the role of the physical system in these approaches is that of a high-dimensional feature generator, in the idealized case a completely deterministic, noise-free one: given inputs \( u \), measured degrees of freedom \( x_k(u) \) for \( k \in [K] \) act as an input-dependent vector of features which are used to approximate a function \( f(u) \) via a learned linear projection with sufficient accuracy, as dictated by a chosen loss function (See Fig. 1). Different characteristics of the physical system, described by a set of hyperparameters \( \theta \), may determine its ability to approximate a particular function. Consequently, the relationship between a specific physical system and the classes of functions it can express with high accuracy is a fundamental question in this paradigm of machine learning [17–22].

No physical system however exists in isolation, and is therefore necessarily subject to noise. Noise can enter at the input, whereby it evolves under the same dynamical law governing the evolution of the physical system. There may also be variability in this very dynamics of the physical system itself. Finally, there is typically noise associated with the measurement of output features from the physical system. As a consequence of these noise sources, the resulting feature map is stochastic: even under identical preparations and inputs \( u \), the outcome of a measurement \( X_s^{(s)}(u) \) can vary between repetitions, each of which is referred to as a “shot” \( s \). By empirically averaging the outcomes of \( S \) shots, one can generally reduce this stochasticity. We will refer to the resulting noise as “sampling noise”. Theoretical analysis and experimental implementations of PNNs have already demonstrated that sampling noise can have a substantial role in the ultimate performance of a physical learning machine [11, 12, 15]. However, it is also known that this role may be more subtle than a limitation on performance across the board, as evidenced for example in the effective use of noise for regularization to aid generalizability in learning [23–25].

Often, heuristic descriptions are used to theoretically model such sampling noise and explain its effects on learning [8, 11, 18, 26]. However, when considering physical quantum systems for learning, a fundamental microscopic model for sampling noise is provided, and in fact imposed by the quantum theory of measurement. Explicitly, for a quantum system prepared in an initial state density matrix \( \rho_0 \) and evolving under an input-parameterized quantum channel \( U(\theta, u) \), the final state is \( \tilde{\rho}(u) = U(\theta, u)\rho_0 U(\theta, u) \) [27]. Sampling noise in measured features from this quantum system is constrained by the
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choice of measurement projectors $\hat{M}_k$ in comparison to $\rho(u)$. Unless the physical transformation defined by the quantum channel is optimized to yield only specific highly localized $\rho(u)$ in the eigenspace of $\hat{M}_k$ (as in quantum algorithms such as Grover’s or Shor’s [28]) – a significant design restriction – or an excessively large number of shots $S$ is used – a significant hardware restriction – such quantum sampling noise will be an intrinsic component of learning with quantum systems.

Therefore, a framework is required that can account for sampling noise across generic physical systems, and provides tools for learning when sampling noise is unavoidable. In this paper, we address the following question directly: what is the resolvable function space of an arbitrary physical system when regarded as an input-output machine in the presence of sampling noise? This simple objective leads us to a general mathematical framework with important consequences for statistical learning theory, which we now overview. Our analysis is centered around a specific metric, the Resolvable Expressive Capacity (REC), which is a generalization of the information processing capacity introduced in Ref. [18] to account for the presence of sampling noise. Specifically, the REC is a quantitative measure of the accuracy with which $K$ system-specific orthogonal functions can be constructed from $K$ stochastic features $\hat{X}_k(u)$. Remarkably, this accuracy has a tight, calculable $S$-dependent upper-bound. The special functions, referred to as the eigentasks $y^{(k)}(u)$ of the physical system, define the maximally-resolvable function space under $S$ shots, which sets the stage for the introduction of a learning methodology in the presence of sampling noise.

Crucially, our framework can be applied to an arbitrary physical system via the solution of a simple matrix eigenproblem. The matrices in question are standard Gram matrix $G$ and covariance matrix $V$, which can be estimated using stochastic samples from the system as a function of inputs $u$ over the domain of interest; the analysis can thus be directly implemented in experimental settings without an internal model of the system. The solution of this linear eigenproblem yields both the eigentasks $\{y^{(k)}(u)\}$ and associated “noise-to-signal” eigenvalues $\{\beta^2_k\}$, which codify the normalized noise power in a construction of $y^{(k)}(u)$ from finite-$S$ $\hat{X}_k(u)$. The REC of the system is then only a function of $\{\beta^2_k\}$ and $S$.

In the second part of this paper we develop Eigentask Learning, a means of learning in physical systems where sampling noise dominates, by using the noise-ordered eigentasks to construct a maximally-resolvable basis of measured features. Our approach effects a systematic removal of high-noise features during training, which we demonstrate in experiments. These experimental demonstrations provide empirical evidence of robustness to overfitting in supervised learning, enhancing generalizability in the presence of sampling noise. Such a learning scheme built on avoiding features identified as having large noise may in fact be at play in natural physical systems such as biological neural circuits [29]. A well-studied example is that of neural vision: here input visual stimuli drive stochastic dynamics of sensory neurons in the visual cortex, which must together elicit a target response, such as the brain correctly distinguishing two images. Studies have shown that the dynamics of individual neurons under nominally-identical stimuli can exhibit great variability on a shot-by-shot basis [30]; however in spite of the significant noise, the overall driven behavior remains capable of distinguishing visual stimuli with high fidelity. Studies analyzing the robust neural code despite noisy neural activity have found emergent global coding directions in the population activity that evade “modes” with maximal noise [26, 29]. The eigentask construction introduced here can be viewed as a generalization of this idea of noise-ordered modes to function spaces over an arbitrary input domain, and for an arbitrary physical system.

The Eigentask Learning framework is sensitive not just to the properties of the noise itself (encoded in $V$), but also any dependence between it and the noise-free features via the Gram matrix $G$. Such a situation typically prevails when the dominant source of sampling noise is either part of, or evolves under, the same input-output map defined by the physical system, as opposed to a completely uncorrelated noise source downstream. A simple example illustrating this, and one we analyze in detail, is that of a classical optical system, with features measured via photodetection. Here, the sampled features – the integrated photocurrents – are subject to shot noise whose variance is related to the mean of the photocurrents themselves.

In the quantum regime of operation of a physical system – our ultimate focus – this relation between sampling noise and the state of the physical system emerges in the most general description of quantum measurement as a positive operator-valued measure (POVM). We formulate the computation of REC and eigentasks for arbitrary quantum systems in the presence of this fundamental sampling noise structure; we focus on qubit-based quantum systems (including gate-based circuits and quantum annealers) operated as untrained PNNs under static inputs (so-called Extreme Learning Machines (ELMs) [8, 31]), but our analysis is applicable to far more general quantum sensing and learning platforms. To
validate the theoretical findings and emphasize their ready applicability to experimental scenarios, we implemented an ELM through a parameterized quantum circuit encoding on an IBMQ superconducting processor: demonstrating the calculation of REC, the construction of eigentasks, and the application of Eigentask Learning to a classification task. In all cases excellent agreement is seen with numerical simulation, and direct correlation is observed between REC and success at the considered classification task. This invites the exploration of principles to maximize the finite-sampling REC of a quantum system; for the qubit-based systems analyzed here, we show that an increase in measured quantum correlations can aid this goal.

The remainder of this paper is organized as follows. Section II provides the general theory of REC and eigentasks with respect to sampling noise in generic supervised physical learning systems, and presents a calculation for a basic classical optical PNN. Section III applies REC theory and eigentask construction to machine learning with quantum systems, which is then validated and demonstrated with experiments performed on a 7-qubit IBMQ superconducting processor in Sec. IV. Finally, conclusions are presented in Sec. V.

II. THEORETICAL ANALYSIS

A. Sampling Noise in Learning with Physical Systems

The most general approach to supervised learning from classical data using a generic physical system is depicted schematically in Fig. 1. A table with symbols and abbreviations used in the text can be found in Appendix A. We consider a scheme that begins with “embedding” the classical input data $u$, sampled from a distribution $p(u)$, into the physical system to be used for learning. The form of this embedding is unrestricted beyond the requirement of being physical, and its precise nature will influence the REC and eigentasks; some concrete examples will be provided shortly.

In order to access information from the physical system after its interaction with the input, measurements must be performed on its $K$ accessible degrees of freedom. For a fixed input $u$, a single measurement or “shot” $s$ yields single-shot random-valued features $\{X_k^{(s)}(u)\}$ for each $k \in [K]$. We define the measured features $\bar{X}_k$ as $S$-shot sample means of $\{X_k^{(s)}\}$:

$$\bar{X}_k(u) = \frac{1}{S} \sum_{s=1}^{S} X_k^{(s)}(u)$$

whose expectation (equivalently via the central limit theorem, the $S$-infinite limit) is given by

$$x_k(u) = \mathbb{E}_X[\bar{X}_k(u)] = \lim_{S \to \infty} \bar{X}_k(u)$$

where $u$ is regarded as a free variable. To be more precise, the expectation is evaluated over the product distribution of $S$ independent and identically distributed (i.i.d.) vectors $X(u) \equiv \{(X_0^{(s)}(u), X_1^{(s)}(u), \cdots, X_{K-1}^{(s)}(u))\}_{s=1}^{S}$, conditioned on a fixed $u$.

With the definition of their expectation in Eq. (2), the measured features $\bar{X}(u) \in \mathbb{R}^K$, a column vector consisting of $\bar{X}_k(u)$, can be conveniently decomposed by extracting its deterministic mean value, together with a zero-mean, input-dependent noise term $\zeta(u)$:

$$\bar{X}(u) = x(u) + \frac{1}{\sqrt{S}}\zeta(u).$$

Here $\zeta$ encodes the statistics of sampling; it generally has non-trivial cumulants of all orders, of which the covariances take the particular $S$-independent form $\Sigma(u) \in \mathbb{R}^{K \times K}$:

$$\Sigma_{jk}(u) \equiv \text{Cov}_X[\zeta_j(u), \zeta_k(u)]$$

and only depend on input $u$. We note that Eq. (3) is exact.

The general input-output relationship $u \to \bar{X}_k(u)$ above can be made concrete by considering three example physical
systems, depicted in Fig. 2. For an optical system, the input \( u \) could for instance be embedded as a collection of pixel values on a spatial light modulator (SLM) in the path of a propagating beam of light. The individual single-shot features \( \{X_k^{(s)}\} \) could be generated by integrating the photocurrent from each pixel of a number-resolving CCD camera for a certain hold time. For a biological neural circuit, the input \( u \) might be a static-in-time visual stimulus, representing the electromagnetic field intensity incident on photoreceptors in the eye, and \( \{X_k^{(s)}(u)\} \) can be the action potential of the \( k \)th neuron integrated over a certain time-period, e.g. measured through Ca\textsuperscript{2+} imaging [32]. Finally, for a superconducting quantum processor, inputs may be embedded via a suitable quantum channel, implemented for example via parameterized quantum gates. The single-shot features are simply the indicator functions of the possible outcome labels after quantum measurement. In all cases, the measured features \( X_k(u) \) may be obtained by repeating each experiment \( S \) times with the same \( u \) and constructing the \( S \)-shot histogram.

The randomness of the measured features derives from the quantum mechanical or the thermodynamical nature of the processes that the physical system is subject to during its evolution, but more importantly in the measurement/detection phase. In the case of neural circuits for instance, even when great care is exercised by presenting identical stimuli, the timing of action potentials of individual neurons can vary significantly over repeated trials on a scale that can be physiologically relevant. This noise can be traced to various sources [30] including dynamical changes of internal states of neurons between trials, and random processes neurons are subject to. The source of sampling noise for the optical system discussed in Sec. II B is the shot noise related to the discrete nature of energy exchange between the EM field and the photodetector, an electronic system. For an ideal quantum computing system, the noise process we consider is due to shot noise in projective measurement, which we refer to as quantum sampling noise. We note that in qubit systems, there are many other potential noise sources, but in modern quantum processors these ought to be sub-leading at least for shallow circuits. Indeed, in experiments reported in Sec. IV B we observe that sampling noise dominates even at the maximum available \( S \). Quantum sampling noise will still be the limiting source of noise after the advancement of error-corrected quantum computers.

A last important source of noise is the noise in the input signal to be processed. Visual neural circuits for instance involve the absorption of photons that arrive at the photoreceptors from EM sources that are subject to quantum mechanical or thermodynamical fluctuations. Here we are not concerned with a precise description of the physical nature of the input stimuli, and account for it by assuming an underlying probability distribution \( p(u) \) from which the inputs are sampled. The most complete treatment of such a process requires a quantum mechanical description of both the signal generating system and its coherent coupling to the physical system that processes it, as has been introduced and analyzed in Ref. [33].

B. Resolvable Expressive Capacity and Eigentasks

Returning to the situation depicted in Fig. 1, supervised learning in physical systems can generically be cast as encoding data in the system, and then using measurement outputs to approximate a desired function \( f(u) \) (here assumed to be square-integrable \( \mathbb{E}_u[|f(u)|^2] < \infty \), where the expectation over input data \( \mathbb{E}_u \) is defined with respect to the distribution \( p(u) \): \( \mathbb{E}_u[f] \equiv \int du \, p(u) f(u) \)). The introduction of the symbol \( \mathbb{E}_u \) for expectation over \( u \) is necessitated by the use of two types of averages in the analysis of the loss function: over the output samples \( \mathbb{E}_X \) and over the input domain \( \mathbb{E}_u \).

Within the PNN approach considered here, \( f(u) \) is approximated for finite \( S \) as \( f_W(u) = W^T X(u) = \sum_k W_k X_k(u) \). To quantify the fidelity of this approximation, we introduce a statistical variant of the function capacity [18, 22, 34], which is the normalized mean-squared accuracy of the estimate \( f_W \),

\[
C[f] = 1 - \min_{W \in \mathbb{R}^K} \frac{\mathbb{E}_u[|f(u) - f_W(u)|^2]}{\mathbb{E}_u[|f(u)|^2]}.
\]  

This quantity differs from that introduced in Refs. [18, 22, 34] in that the right hand side of Eq. (5) is an integral over random variables – the stochastic readout features \( X(u) \). However, through the use of concentration inequalities in probability theory, one can show that it converges to a well-defined deterministic value [35]. Minimizing the error in the approximation of \( f(u) \) by \( f_W(u) \) over the input domain to determine capacity thus requires finding \( w = \arg\min_W \mathbb{E}_u[|f - W^T X|^2] \). This minimization can always be expressed analytically via a pseudoinverse operation (see Appendix C). This function capacity is constructed such that \( 0 \leq C[f] \leq 1 \), with the upper limit indicating a perfect approximation.

The choice of a linear estimator and a mean squared error loss function may appear restrictive at first glance, but the generality of our formalism averts such limitations. The use of a linear estimator applied directly to readout features appears to preclude nonlinear post-processing of measurements; this is intentional and simply meant to ensure the calculated functional capacity is a measure of the ability of the physical system itself, and not of a nonlinear processing layer. Furthermore, the mean squared loss effectively describes the first term in a Taylor expansion of a wide range of arbitrary nonlinear post-processing and non-quadratic loss functions. The most well-known example is that of logistic regression for supervised classification problems, where the sigmoid function \( \sigma(W^T X) \) (i.e., \( \sigma(z) = 1/(1 + \exp(-z)) \)) is used for post-processing, while the cross-entropy loss function is used for optimization (for further details and analysis of non-linear post-processing, see Appendix C.5).

To extend the notion of capacity to a task-independent metric representing how much classical information about an input can be extracted from a system in the presence of sampling noise, we sum the function capacity over a basis of functions \( \{f_r\}_{r \in \mathbb{N}} \) which are complete and orthonormal with respect to the input distribution, i.e. equipped with the inner product
\[ \langle f_k, f_{k'} \rangle_p = \int f_k(u) f_{k'}(u) p(u) du = \delta_{kk'}. \] The total Resolvable Expressive Capacity (REC) is then \( C_T = \sum_{k=0}^{\infty} C[f_k] \), which effectively quantifies how many linearly-independent functions can be expressed from a linear combination of \( \{X_k(u)\} \). Our main result – proven in detail in Appendix C4 – is that given any \( S \in \mathbb{N}^+ \), the REC for a physical system whose measured features are stochastic variables of the form of Eq. (3) is given by

\[ C_T(\theta) = \text{Tr} \left( \left( G + \frac{1}{S} V \right)^{-1} G \right) = \sum_{k=0}^{K-1} \frac{1}{1 + \beta_k^2(\theta)/S}. \]  

(6)

Here we made explicit the dependence on \( \theta \), the hyperparameters of the input embedding to indicate the important dependence of the \( S \)-shot REC on the input encoding.

The first equality, arrived at through straightforward algebraic manipulation, is written in terms of the expected feature Gram and covariance matrices \( G = \mathbb{E}_u[xx^T] \) and \( V = \mathbb{E}_u[\Sigma] \) respectively. First, we are able to conclude that \( \lim_{S \to \infty} C_T = \text{Rank}(G) \leq K \), recovering the bound of Ref. [18]. Importantly, the rank of the Gram matrix is always equal to the maximal number of linearly-independent functions in the set \( \{x_k(u)\} \) (see Appendix C6). In this article, we only consider the case where \( G \) is full-rank, which is the most interesting case: maximizing the rank of \( G \) maximizes the highest achievable (i.e. infinite-\( S \)) REC for a physical system. Furthermore, this condition is typically met unless the physical system is constrained by special symmetries; in such cases where some features \( \{x_k(u)\} \) are linearly dependent, the matrix inverse in Eq. (6) should be modified to a pseudo-inverse. We also later demonstrate that both \( G \) and \( V \) can be estimated efficiently and accurately in experiment and consequently under finite \( S \) (see Appendix D1). The second equality in Eq. (6) remarkably provides a closed-form expression for \( C_T \) at any \( S \), which is independent of the specific choice of the generally infinite set \( \{f_k\}_{k \in \mathbb{N}} \) (and thus not subject to numerical challenges associated with its evaluation over such a set [18]). Instead, the REC is entirely captured by the function capacity of \( K \) distinct functions, and for a given physical system is fully characterized by the spectrum of eigenvalues \( \{\beta_k^2\}_{k \in [K]} \) satisfying the generalized eigenvalue problem

\[ V r^{(k)} = \beta_k^2 G r^{(k)}. \]  

(7)

In the above, all quantities depend on \( \theta \) and thus the specific physical system and input embedding via the Gram (\( G \)) and covariance (\( V \)) matrices. Associated with each \( \beta_k^2 \) is an eigenvector \( r^{(k)} \) living in the space of measured features and thus defining a set of \( K \) orthogonal functions via the linear transformation

\[ y^{(k)}(u) = \sum_j r^{(k)}_j x_j(u). \]  

(8)

We refer to \( \{y^{(k)}\} \) as eigentasks, as they form the minimal set of orthonormal functions \( \langle y^{(j)}, y^{(k)} \rangle = \delta_{jk} \) which saturates the available REC of a physical system and thus the accessible information content present in its measured features.

Specifically, the capacity to approximate a given \( y^{(k)} \) with \( S \) shots is \( C[y^{(k)}] = 1/(1 + \beta_k^2/S) \); the REC in Eq. (6) is simply a sum of eigentask capacities. This further highlights that a given parameterized system can only approximate a target function to the degree that it can be written as a linear combination of \( \{y^{(k)}\} \). The eigentasks thus serve as a powerful basis for learning, as shall be explored in Sec. IV C.

Defining measured eigentasks \( \bar{y}^{(k)}(u) = \sum_j r^{(k)}_j \bar{x}_j(u) \), we find (see Appendix C3) that \( \{r^{(k)}\} \) specify a unique linear transformation that simultaneously orthogonalizes not only the signal, but also the associated noise: \( \mathbb{E}_u[\bar{y}^{(j)} \bar{y}^{(k)}] = \delta_{jk} (1 + \beta_k^2/S) \). The term \( \beta_k^2/S \) is thus the mean squared error, or noise power, associated with the approximation of eigentask \( y^{(k)} \); equivalently, \( \bar{y}^{(k)} \) has a signal-to-noise ratio of \( S/\beta_k^2 \). This leads to a natural interpretation of \( \{\beta_k^2\} \) as noise-to-signal (NSR) eigenvalues. The eigentasks, ordered in increasing noise strength \( 0 \leq \beta_2^2 \leq \beta_1^2 \leq \cdots \leq \beta_{K-1}^2 < \infty \), are the orthogonal set of functions maximally robust to sampling noise.

C. Example: REC and Eigentasks for a Classical Optical Learning System

Before presenting more involved examples of physical quantum systems, we discuss an example of the presented framework for noisy classical dynamical systems, within the popular PNN platform of photonic ELM [8, 36] and reservoir computing (RC) [5, 37]. The specific setup we consider is illustrated in Fig. 3(a), where computation of inputs \( u \) is performed via the encoding, propagation, and measurement of propagating electromagnetic (EM) waves in a medium. Here the entire 3-D space is defined by coordinates \((q^1, q^2, q^3)\), and EM fields of wavelength \( \lambda \) propagate in the \( q^3 \) direction. The electric field distribution is then completely defined by the position vector \( \vec{d} \) defined in the plane orthogonal to the propagation direction, so that \( \vec{d} = (q^1, q^2) \).

The input embedding of \( u \) is performed using a spatial light modular (SLM) that modulates the amplitude and/or phase of the electric field of the radiation as it passes through. We will restrict this example to 1D inputs \( u \) that are uniformly distributed, \( p(u) = \text{Unif}[-1, 1] \). The scalar \( u \) is then mapped to all the pixels of the SLM through a specific mapping discussed in Appendix H1. We consider this rather artificial input encoding for two reasons: for ease of visualization of the computed eigentasks (see Fig. 3), and to ensure the distribution is sufficiently sampled. In practice, only a finite number of values \( \{N\} \) can be i.i.d. sampled from any input distribution, \( u^{(n)} \sim p(u) \) for any \( n \in \mathbb{N} \); the expectation value \( \mathbb{E}_u[f(\bar{u})] \) is therefore approximated as \( \frac{1}{N} \sum_{n=1}^{N} f(u^{(n)}) \). In the simulation of the classical optical system we consider here, we choose \( N = 300 \). This is also the number of input samples used in our analysis of qubit-based quantum systems in Sec. IV.

The spatial profile of the electric field \( E_0(\vec{D}; \vec{d}) \) following
the SLM can be written generally in the form \( E_0(u; \vec{d}) = A_0 \cos \left( \frac{\varphi_1(u; \vec{d})}{2} \right) \exp \left\{ i \frac{\varphi_2(u; \vec{d})}{2} \right\} \), where \( A_0 \) is the initial electric field amplitude and \( \varphi_i(u; \vec{d}) \) are input encoding functions [39] (cf. Eqs. (H2a-H2b)). Following the input encoding, the radiation propagates through free space and then past a thin lens. The electric field in the focal plane of the lens, \( E(u; \vec{d}) \), can be shown to be related to the initial field \( E_0(u; \vec{d}) \) via a Fourier transform [40, 41].

\[
E(u; \vec{d}) = \int d^2 \vec{d}' \, E_0(u; \vec{d}') \exp \left\{ \frac{i \varphi_2(u; \vec{d}')}{2} \right\} \frac{d^2 \vec{d}'}{\lambda_f^2}
\]

where \( f \) is the focal length of the lens. The choice of the optical propagation medium as a lens is again for convenience of analysis, not a limitation. More complex optical systems can be analyzed using the same techniques outlined here.

Finally, output features are extracted via photodetection (using a CCD camera) in the focal plane of this lens. Modeling this effectively requires us to address the important question of the measurement noise associated with photodetection. First, we consider the camera plane as being comprised of a discrete set of \( K = P^2 \) photodetectors (here \( P = 8 \)), arranged in a \( P \times P \) square spatial grid, such that the \( k \)th photodetector is identified with coordinates \( \vec{d}_k = (q^1_k, q^2_k) \), and \( k \in [K] \) (See Fig. 3(a)). This spatial grid ultimately defines the coarse-graining level at which the propagating fields can be probed, and is set by the spatial resolution of the photodetection apparatus, as expected. Then the differential, stochastic photocurrent generated in a given photodetector in a single measurement – namely the increment in photodetector counts in the time window \([t, t + dt]\), which we denote as \( dN(\vec{d}_k, t) \), follows a Poisson point process (commonly referred to as shot noise) [42]. This instantaneous photocurrent \( dN(\vec{d}_k, t) \) is often integrated over a finite time \( T_{int} \) in so-called integrate-and-dump photodetectors. This defines the single-shot features of this RC scheme,

\[
X_k^{(s)} = \int_0^{T_{int}} dN^{(s)}(\vec{d}_k, t) \in \mathbb{N}.
\]  

Note that \( X_k^{(s)} \) are stochastic, integer quantities, simply counting the total number of photon-generated carriers in a time window \( T_{int} \) of a single measurement.

We now make the important physical connection between the measured photocurrents and the propagating fields reaching the photodetector. The power incident on the \( k \)th photodetector is simply set by the Poynting flux of the propagating fields, and is proportional to the electric field intensity, \( \alpha |E(u; \vec{d}_k)|^2 \), where \( \alpha \) is a dimensionful constant that depends for example on the speed of light through the medium of traversal. Then, the expected value of the photocurrent in a time interval \( dt \) is simply proportional to the incident power, up to a factor \( \eta \) that encapsulates the efficiency of photodetection, \( \mathbb{E}[dN(\vec{d}_k, t)] = \eta \alpha |E(u; \vec{d}_k)|^2 \, dt \).

The complete input-output map defined above fits within our very general framework. In particular, we define measured features \( \bar{X}_k(u) \) as \( S \)-shot sample means of \( \{X_k^{(s)}\} \), as in Eq. (1). Note that in most classical PNN schemes \( S = 1 \); here we consider the shot number \( S \geq 1 \). We then express the measured features in terms of the decomposition in Eq. (3). First, using Eq. (9) and the definition of \( x_k(u) \) in Eq. (2), we find:

\[
x_k(u) = \eta \alpha |E(u; \vec{d}_k)|^2 T_{int}.
\]  

Then, the remaining term in Eq. (3), \( \frac{1}{S} \sum_{k} \delta_{jk} x_k(u) \), is a stochastic process with zero mean, and its second-order moment encodes the variance of the Poisson point process in one shot of the experiment, namely that its variance is equal to its mean (see Appendix H for details).

\[
\Sigma_{jk}(u) = \delta_{jk} x_k(u).
\]

The form of the covariance matrix here is specific to the Poisson nature of the noise process inherited from the classical nature of the source (e.g. a coherent light source such as a laser) generating the beam of light. Other types of noise processes will yield distinct covariance matrices, as we will see in examples of quantum systems.

This is an appropriate place to remark that for such a classical description of a physical system for learning, the stochastic photocurrent \( dN \) for any shot is determined by the deterministic electric field incident on the camera plane. In a fully
quantum description, on the other hand, the power incident on the photodetectors in a given shot will be determined by the expectation value of the field excitation number operator $\hat{\psi}^\dagger \hat{\psi}$ (in second-quantized notation) with respect to the conditional density matrix $\hat{\rho}^{(c)}$, describing the measurement-conditioned state of the propagating radiation field for that shot. We are compelled to consider a description of this sort when describing physical quantum systems in Sec. III.

Eqs. (10) and (11) are sufficient to calculate the feature Gram and covariance matrices $G$ and $V$ respectively, as per the discussion following Eq. (6). We are thus set up to solve the eigenproblem of Eq. (7) and obtain the NSR spectrum and eigentasks for this toy model of a classical optical PNN. We first present the spectrum of NSR eigenvalues $\beta_k^2$ in Fig. 3(b). The NSR spectrum allows calculation of the REC as a function of $S$ using Eq. (6); this is shown in Fig. 3(c). At finite $S$, we clearly observe that the REC remains below its upper bound of $K = 64$, only approaching it when $S$ is increased, reducing the impact of sampling noise on measured features.

Finally, we discuss eigentask construction, also obtained by solving the eigenproblem of Eq. (7). In Fig. 3(c) we visualize as a function of $u$ a selection of both the $S \to \infty$ eigentasks $y^{(b)}(u)$ defined in Eq. (8), and the measured eigentasks $\hat{y}^{(k)}(u)$ obtained from $S = 1$ sampled features (i.e. single-shot). We note that the sampled features are obtained by numerically integrating the stochastic differential equation defining independent measurements of the stochastic photocurrents in Eq. (9). These measured eigentasks exhibit sampling noise, which is evident when compared against the infinite shot eigentasks. We clearly see that eigentasks which are higher-order in $k$ are increasingly noisy across the input domain, as also encapsulated by the larger associated NSR eigenvalues. The ordered eigentasks therefore represent the functions that are optimally-resolvable using this classical optical setup in the presence of the sampling noise it is naturally, and unavoidably, subject to for finite $S$.

III. LEARNING WITH QUANTUM SYSTEMS

A. Sampling Noise in Quantum Systems

Having developed our framework for REC in the most general context, in the remainder of this paper we will use it to analyze quantum systems in greater depth. The same quantitative metrics – REC, eigentasks, and NSR eigenvalues – now carry the significance of being determined by a parameterized quantum state. To be more specific, the classical data $u$ is now encoded through a quantum channel parameterized by $\theta$ acting on a known initial state,

$$\hat{\rho}(u; \theta) = U(u; \theta) \hat{\rho}_0,$$

whose data-dependence may be hard to model classically. The quantum channel $U$ includes all quantum operations applied to the input data; to obtain the computational output or perform further classical processing, one must extract information from the quantum system via a set of measurements described most generally as a positive operator-valued measure (POVM). Specifically, we define a set of $K$ POVM elements $\{M_k\}$, each associated with a distinct measurement outcome indexed $k$, and constrained only by the normalization condition $\sum_{k=0}^{K-1} M_k = I$ (and hence not necessarily commuting).

Each shot then yields a discrete index $k^{(s)}(u)$ specifying the observed outcome: for input $u$, if outcome $k$ is observed in shot $s$ then $k^{(s)}(u) \leftarrow k$. In this case, the single-shot random-valued features $X^{(s)}_k(u)$ is exactly the indicator $\delta(k^{(s)}(u), k)$ of index $k$, so that the measured features are given by:

$$\bar{X}_k(u) = \frac{1}{S} \sum_s \delta(k^{(s)}(u), k).$$

Hence $\bar{X}_k(u)$ in this case is the empirical frequency of occurrence of the outcome $k$ in $S$ repetitions of the experiment with the same input $u$. These measured features are formally random variables that are unbiased estimators of the expected value of the corresponding element $\hat{M}_k$ as computed from $\hat{\rho}(u)$. Explicitly

$$x_k(u) = \text{Tr}\{\hat{M}_k \hat{\rho}(u; \theta)\},$$

so that $x_k$ is the probability of occurrence of the $k$th outcome as specified by the quantum state. These probability amplitudes encompass the accessible information in $\hat{\rho}(u; \theta)$: any observable under this set can be written as a linear combination of POVM elements $\hat{O}_W = \sum_k W_k \hat{M}_k$, such that $\langle \hat{O}_W \rangle = W^T x$.

In quantum machine learning (QML) theory, it is standard to consider the limit $S \to \infty$, and to thus use expected features $\{x_k(u)\}$ for learning. In any actual implementation however, measured features $\{\bar{X}_k(u)\}$ must be constructed under finite $S$, in which case their fundamentally quantum-stochastic nature can no longer be ignored. The decomposition Eq. (3) is still applicable $\bar{X}(u) = x(u) + \zeta(u)/\sqrt{S}$, where now $x$ are the quantum-mechanical event probabilities, and $\zeta$ encodes the multinomial statistics of quantum sampling noise, whose covariance is explicitly

$$\Sigma_{jk}(u) = \delta_{jk} x_k(u) - x_j(u) x_k(u).$$

This is simply the expression for the covariance of multinomial distribution with $S$ trials and $K$ mutually exclusive outcomes with probabilities $p_k = x_k$. For arbitrary orders of cumulants of multinomial statistics, we refer to Ref. [43]. For the quadratic loss function considered here, only the cumulants up to second order turn out to be sufficient.

One may wonder what specifically distinguishes a quantum system from a classical stochastic system that can generate a multinomial distribution in its output. Firstly, certain $\{p_k(u)\}$ combinations can be generated efficiently by only a quantum system. That is to say, given equal resources, a quantum system can access some $\{p_k\}$ that may be inaccessible to any classical stochastic system and hence, as will be discussed later, the accessible space of functions is far richer. However,
we will also find that resolvability of that function space in $S$ measurements is the key determinant in learning. Note that all statistical properties of stochastic readout features $\bar{X}(u)$ — namely first-order cumulants $x(u)$, second-order cumulants $\Sigma(u)$, and all higher-order cumulants — are determined fully by the quantum state $\hat{\rho}(u)$, which itself may be a distribution that is hard to generate classically.

To proceed with our REC analysis in quantum systems, we write down the generalized eigenproblem Eq. (7) by computing $G = \mathbb{E}_u[xx^T]$ and $V = \mathbb{E}_u[\Sigma]$. Eq. (15) enables us to simplify the exact form of $V$, namely $V = D - G$, where $D \in \mathbb{R}^{K\times K}$ is a diagonal matrix with elements $D_{kk} = \mathbb{E}_u[x_k^2]$. Alternatively, for any encoding state ensemble $\{p(u)du, \hat{\rho}(u)\}$, the matrices $D$ and $G$ can be compactly expressed as (see Appendix C 1)

$$D_{kk} = \text{Tr}\{\hat{M}_k^{(1)}\},$$
$$G_{jk} = \text{Tr}\{[\hat{M}_j \otimes \hat{M}_k]\hat{\rho}^{(2)}\}$$

by defining the $t$-th order quantum ensemble moment $\hat{\rho}^{(t)} = \int \hat{\rho}(u)^{\otimes t}p(u)du$ in the $t$-copy space of the quantum state [44].

From Eq. (6), we have $\lim_{S \to \infty} C_T = \text{Rank}\{G\}$, where $\text{Rank}\{G\} = K$, the number of measured features, provided no special symmetries exist (see Appendix C 6). This important result reveals that in the absence of sampling noise all quantum systems — independent of parametrization — have a capacity which is simply the number of independent accessible degrees of freedom [18, 45]. The generic exponential scaling of measured degrees of freedom with the size of the quantum system (e.g. $K = 2^L$ for $L$-qubit systems subject to a computational basis measurement) is often-cited as a motivator for studying ML with quantum systems [22, 34, 46]. However, as will be demonstrated shortly, the REC of quantum systems can be significantly reduced from this limit for finite $S$ in a way that strongly depends on the encoding. By evaluating the ability of quantum systems to accurately express functions in the presence of quantum sampling noise, the capacity analysis above provides an important metric to assess the utility of quantum platforms for learning in practice.

B. Resolvable Expressive Capacity of Quantum 2-designs

We first consider the REC of quantum 2-designs: systems with fixed $\theta$ that map inputs to a unitary ensemble $\{p(u)du, \hat{U}(u; \theta)\}$ whose first and second moments agree with those from a uniform (Haar) distribution of unitaries. Quantum 2-designs are important to recent QML studies [7, 47] due to their role in defining and studying “expressibility” [21, 48]; a metric quantifying how close a parameterized quantum system is to such a 2-design. The capacity eigenproblem Eq. (7) for any quantum 2-design over $K$-dimensions can be solved analytically (see Appendix F), yielding a flat spectrum of NSR eigenvalues $\beta^2_k = K(1 - \delta_{k0})$. This results in an REC

$$C_T = K \cdot \frac{S + 1}{S + K},$$

which at finite $S$ can be significantly lower than $K$. For quantum systems with $K = 2^L$, all $k \neq 0$ eigentasks have a noise strength $2^L/S$, requiring $S$ to grow exponentially with qubit number $L$ in order to extract useful features.

A quantum 2-design is thought of as having maximal “expressibility”, however we see that its REC always vanishes exponentially with system size for a fixed finite $S$. To emphasize the distinction with “expressibility”, we note that REC reflects how much classical information can be extracted from the entire “quantum computational stack” in practice: from an abstract algorithm, to the quantum hardware on which its implemented, and the classical electronics used for control and readout. REC requires only noisy computational outputs $\{\hat{X}_k(u)\}$ and is thus efficiently-computable in experiment — unlike more abstract metrics [21, 48, 49] — yielding a directly relevant metric for learning with quantum hardware.

IV. EXPERIMENTAL RESULTS IN QUANTUM SYSTEMS

In this section we discuss the implementation of the Eigen-task construction in experiments we carried out on a 7-qubit IBMQ superconducting quantum processor ibmq_perth.

A. The Quantum Circuit Ansatz implemented in Experiments

To demonstrate the practical utility of our framework, we now show how the spectrum $\{\beta^2_k\}$, the REC, and eigentask can all be computed for real quantum devices in the presence of parameter fluctuations and device noise. We reiterate at the outset that our approach for quantifying the REC of a quantum system is very general, and can be applied to a variety of quantum system models. For practical reasons, we perform experiments on $L$-qubit IBM Quantum (IBMQ) processors, whose dynamics is described by a parameterized quantum circuit containing single and two-qubit gates. However, as an example of the broad applicability of our approach, in Appendix E we compute the REC for $L$-qubit quantum annealers via numerical simulations, governed by the markedly different model of continuous-time Hamiltonian dynamics.

On IBMQ devices, each input $u$ will generate a quantum circuit, hence the maximal number of distinct circuits places a resource constraint on input size. Specially, our experiment and computation is limited to $N = 300$ 1D inputs $u$ that are also uniformly distributed, $p(u) = \text{Unif}[{-1, 1}]$, see Fig. 4(a). A 1D distribution then ensures features $\{\hat{X}_k(u)\}$ are sufficiently densely sampled to approach the continuum limit, and are also easy to visualize, as in the classical optical RC in Sec. II B. We emphasize that this analy-
We are only now required to specify the model of the quantum system, and choose an ansatz tailored to be natively implementable on IBMQ processors (see Appendix B). We fix \( \hat{\rho}_0 = |0\rangle|0\rangle \otimes \rho_L \); note, however, that any other initial state may be implemented via an additional unitary and absorbed into the “encoding”, i.e. the quantum channel \( \mathcal{U}(u; \theta) \) of Eq. (12). In this way, the dependence of REC on initial states could be explored in future studies.

The circuit we choose consists of \( \tau \in \mathbb{N} \) repetitions of the same input-dependent circuit block depicted in Fig. 4(a). The block itself is of the form \( \mathcal{R}_z(\theta^z/2)\mathcal{W}(J)\mathcal{R}_z(\theta^z) + \theta^I u)\mathcal{R}_x(\theta^z/2) \), where \( \mathcal{R}_z(\theta^z) \) are Pauli-rotations applied qubit-wise, e.g. \( \mathcal{R}_z = \prod_i \mathcal{R}_z(\theta^z_i + \theta^I_i u_i) \). A two-qubit coupling gate acts between physically connected qubits in the device and can be written as \( \mathcal{W}(J) = \prod_{\{i,l\}} \exp(-i\delta^x_{i,l} \hat{\sigma}_i^x \hat{\sigma}_l^x) \).

Within the structure of this ansatz, we will choose all single-qubit rotation parameters randomly: \( \theta^I_i \sim \text{Unif}[0, 2\pi] \) and \( \theta^z_i \sim \text{Unif}[0, 10\pi] \), generally representing a circuit trained for a particular unspecified task. Each instance of random parameters, along with associated dissipative processes, specifies the quantum channel \( \mathcal{U}(u; \theta) \) which we refer to as an “encoding”. We will study the performance of an overall ansatz by looking at the behavior averaged across encodings as hyperparameters such as \( J \) are varied. In this work we also choose \( \tau = 3 \), which limits circuit depth and associated prevalence of gate errors, while still generating a complex state with correlation generally distributed throughout all qubits.

Finally, we consider feature extraction via a computational basis measurement as is standard in quantum information processing; the POVM elements are the \( K = 2^L \) projectors \( \hat{M}_k = |b_k\rangle\langle b_k| \), where \( b_k \) is the \( L \)-bit binary representation of the integer \( k \). However, as with state preparation, measurements in any other basis can be (and in practice, are) realized using an additional unitary prior to computational basis readout, whose effect can similarly be analyzed as part of the general encoding \( \mathcal{U}(u; \theta) \).

Note that for this ansatz, the choice \( J = 0 \pmod{\pi} \) yields either \( \mathcal{W} = \mathbb{I} \) or \( \hat{\sigma}_z \otimes \hat{\sigma}_z \), both of which ensure \( \hat{\rho}(u) \) is a product state and measured features are simply products of uncorrelated individual qubit observables – equivalent to a noisy classical system. Starting from this product system (PS), tuning the coupling \( J \neq 0 \pmod{\pi} \) provides a controllable parameter to realize a quantum correlated system (CS), for which the \( 2^L \)-dimensional multinomial distribution \( \hat{p}(u) \) cannot be represented as a tensor product of \( L \) marginal binomial distributions on each qubit. In general, such non-product systems are intuitively expected to result in \( u \)-dependent quantum states which exhibit entanglement and can potentially be more difficult to describe classically. This control enables us to address a natural question regarding REC of quantum systems under finite \( S \): what is the dependence of REC and realizable eigentasks on \( J \), and hence on quantum correlations?

B. Resolvable Expressive Capacity of Quantum Circuits

To perform the capacity analysis, one must extract measured features from the quantum system as the input \( u \) is varied, as exemplified in Fig. 4(a) for the IBMQ ibmq_perth device. For comparison, we also show ideal-device simulations (unitary evolution, no device noise), where slight deviations are observed. The agreement with experimental results is improved when the effects of gate errors, readout errors, and qubit relaxation are included, hereafter referred to as “device noise” simulations, highlighting both the non-negligible role of device nonidealities, and that our analysis incorporates them.

The measured features under finite \( S \) are used to estimate the Gram and covariance matrices (see detailed techniques in Appendix D), and to therefore solve the eigenproblem Eq. (7) for NSR eigenvalues \( \{\beta_k^2\} \). Typical NSR spectra computed for a random encoding (i.e. set of rotation parameters) on the device are shown in Fig. 4(b), for \( J = 0 \) (PS) and \( J = \pi/2 \) (CS), together with corresponding spectra from device noise simulations, with which they agree well. We note that at lower \( k \), the device NSR eigenvalues are larger than those from ideal simulations, and at larger \( k \) deviate from the direct exponential increase (with order) seen in ideal simulations. Both these effects are captured by device noise simulations as well and can therefore be attributed to device errors and dissipation. The NSR spectra therefore can serve as an effective diagnostic tool for quantum processors and encoding schemes.

The NSR spectra can be used to directly compute the REC of the corresponding quantum device for finite \( S \), via Eq. (6). Practically, at a given \( S \) only NSR eigenvalues \( \beta_k^2 \lesssim S \) contribute substantially to the REC. An NSR spectrum with a flatter slope therefore has more NSR eigenvalues below \( S \), which gives rise to a higher capacity. Fig. 4(b) shows that the CS generally exhibits an NSR spectrum with a flatter slope than the PS, yielding a larger capacity for function approximation across all sampled \( S \).

To more precisely quantify the role of quantum correlations in REC, we introduce the expected total correlation (ETC) of the measured state over the input domain of \( u \) [50, 51],

\[
\mathcal{T} = \mathbb{E}_u \left[ \sum_{l=1}^L S(\hat{\rho}^M(u)) - S(\hat{\rho}^M(u)) \right],
\]

where \( \hat{\rho}^M(u) \equiv \sum_k \hat{\rho}_{kl}(u) |b_k\rangle\langle b_k| \) is the post-measured state, \( S(\cdot) \) is the von Neumann entropy (see Appendix G), and \( \hat{\rho} = \text{Tr}_{\{k\}|\{l\}} \{\hat{\rho}\} \) is the reduced density matrix obtained by tracing over all qubits except qubit \( l \). Therefore, nonzero ETC indicates the generation of quantum states over the input domain \( u \) that on average have nontrivial correlations amongst their constituents, including for example pure many-body states that are entangled.

We now compute REC and ETC using \( S = 2^{14} \) in Fig. 4(c) as a function of \( J \), for the same random encoding considered above on the device. We note that the experimental results show excellent agreement in both cases with the correspond-
We raise two notes of caution here. First, our analysis across different quantum system implementations has often (though not always) found that a certain threshold number of shots $S$ is required before the finite-$S$ capacity of a CS over-takes that of the corresponding PS (See Appendix E). This higher resolvability of functions using a PS under restricted shots may be due to the comparative ease of estimating probabilities from an effectively product distribution, and merits further exploration. At a sufficiently large $S$, the increased complexity of the $u$-dependence imposed by the input-output map of a CS results in an REC that eventually surpasses that of the PS.

Secondly, we caution that the connection between measurement correlations and REC is an observed trend, rather than a law derived from first principles. One can come up with contrived situations where increasing correlation has no effect on REC: for example, appending a layer of CNOT gates directly prior to measurement will generally increase the ideal ETC of any ansatz. For measured features however this amounts to a simple shuffling of labels $x_k(u) \leftrightarrow x_k(u)$, thus yielding the same NSR spectrum and REC. The input, quantum-state, and feature mapping ultimately governs REC: only increases in correlation that also increase the complexity of the measured features’ $u$-dependence (as achieved via the intermediate $W$ gates here) are beneficial from the perspective of information processing.

As a final important point, note that at finite $S$, even with increased quantum correlations, the maximum REC is still substantially lower than the upper bound of $K = 64$. This remains true even for ideal simulations, and over several random encodings, so the underperformance cannot be attributed to device noise or poor ansatz choice respectively. It is worth emphasizing that the impact of device noise is captured in the small REC gap between the ideal and noisy simulation curves, with the remainder of the reduction from $K = 64$ attributable to quantum sampling noise alone. These results clearly indicate that the resulting sampling noise at finite $S$ is the fundamental limitation for QML applications on this particular IBM device, rather than other types of noise sources and errors.

C. A Robust Approach to Learning

While we have demonstrated the REC as an efficiently-computable metric of general expressive capability of a noisy quantum system, some important practical questions arise. First, does the general REC metric have implications for practical performance on specific ML tasks? Secondly, given the
In this way, higher REC allows noisy quantum systems to better approximate more functions, which translates to improved learning performance – this result is explored systemically in Fig. 6(b). Of course, it is natural to ask whether using $K_c(S) \leq K$ eigentasks is optimal: exactly this question is investigated in Fig. 6(a), where we plot the training and test accuracy of both device encodings as a function of the number of measured eigentasks $K_L$. The performance on the specific training and test set shown in Fig. 5(b) is indicated with markers, and solid lines indicate the average performance over 10 distinct divisions of the data into training and test sets. This permutation of the learning task is a standard technique to optimize hyperparameters in ML, and is done here to eliminate the sensitivity of these results to the choice of training set. First note that in all cases, using all eigentasks ($K_L = K$) – or equivalently all measured features $\{X\}$ – leads to far lower test accuracy than is found in training. The observed deviation is a distinct signature of overfitting: the optimized estimator learns noise in the training set (comprised of noisy eigentask estimates $\tilde{y}(k)(u^{(n)})$), and thus loses generalizability to unseen samples in testing.

Improvements in model training performance with added features are only meaningful insofar as they also lead to better performance on new data: in both encodings we see test set classification accuracy peaks near $K_c(S)$. This is particularly clear for the averaged results, but even for individual datasets the test accuracy at $K_c(S)$ is within $\approx 2\%$ of its max-
We have developed a straightforward approach to quantify the resolvable expressive capacity of any physical system in the presence of fundamental sampling noise. Crucially, this analysis extends to physical quantum systems where sampling noise is fundamentally imposed by quantum measurement theory. Our analysis is built upon an underlying framework that determines the native function set that can be most robustly realized by a finitely-sampled physical system: its eigentasks. We use this framework to introduce a methodology for optimal learning that we demonstrate using noisy quantum systems, which centers around identifying the minimal number of eigentasks required for a given learning task. The resulting learning methodology is resource-efficient, and the empirical evidence we provide indicates that it is also robust to overfitting. We demonstrate that eigentasks can be efficiently estimated from experiments on real devices using a limited number of training points and finite shots. We also demonstrate across two distinct qubit-based ansätze that the presence of measured quantum correlations enhances resolvable expressive capacity. Our work has direct application to the design of circuits for learning with qubit-based systems. In particular, we propose the optimization of resolvable expressive capacity as a meaningful goal for the design of quantum circuits with finite measurement resources.
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Appendix A: Table of Main Notations

<table>
<thead>
<tr>
<th>Abbreviations</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>REC</td>
<td>Resolvable Expressive Capacity, $C_T$</td>
</tr>
<tr>
<td>(Q)ML</td>
<td>(Quantum) Machine Learning</td>
</tr>
<tr>
<td>PNN</td>
<td>Physical Neural Network</td>
</tr>
<tr>
<td>POVM</td>
<td>Positive Operator-Valued Measure</td>
</tr>
<tr>
<td>ELM</td>
<td>Extreme Learning Machine</td>
</tr>
<tr>
<td>RC</td>
<td>Reservoir Computing</td>
</tr>
<tr>
<td>SLM</td>
<td>Spatial Light Modulator</td>
</tr>
<tr>
<td>NSR</td>
<td>Noise-to-Signal Ratio</td>
</tr>
<tr>
<td>PS</td>
<td>Product System</td>
</tr>
<tr>
<td>CS</td>
<td>Correlated System</td>
</tr>
<tr>
<td>ETC</td>
<td>Expected Total Correlation, $\bar{T}$</td>
</tr>
</tbody>
</table>

Symbols and Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$S$</td>
<td>Number of shots</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of inputs</td>
</tr>
<tr>
<td>$L$</td>
<td>Number of qubits</td>
</tr>
<tr>
<td>$K$</td>
<td>Number of measured features; $K = 2^L$ for computational-basis projective measurement</td>
</tr>
<tr>
<td>$u$</td>
<td>Input</td>
</tr>
<tr>
<td>$p$</td>
<td>Input distribution</td>
</tr>
<tr>
<td>$X_k(s)$</td>
<td>Single-shot random-valued features in any physical system</td>
</tr>
<tr>
<td>$\mathcal{X}(u)$</td>
<td>Collection of $k$ random-valued features for $S$ shots, $\equiv {(X_k(s)^{(s)}(u), X_k^{(s)}(u), \ldots, X_k^{(S-1)}(u))}_{s \in [S]}$</td>
</tr>
<tr>
<td>$E_{\mathcal{X}}$</td>
<td>Expectation over the output samples, conditioned on some fixed $u$</td>
</tr>
<tr>
<td>$E_u$</td>
<td>Expectation over the input, with underlying prior distribution $p(u)$, $E_u[f] \equiv \int du p(u)f(u)$</td>
</tr>
<tr>
<td>$\bar{X}_k$</td>
<td>Empirical observed features, $(1/S) \sum_s X_k^{(s)}$</td>
</tr>
<tr>
<td>$x_k$</td>
<td>Expected features, $E_{\mathcal{X}}[\bar{X}_k]$</td>
</tr>
<tr>
<td>$\zeta_k$</td>
<td>Noise component of $\bar{X}_k$</td>
</tr>
<tr>
<td>$W$</td>
<td>General output weights</td>
</tr>
<tr>
<td>$w$</td>
<td>Learned optimal output weights for finite-$S$ features ${\bar{X}_k}$</td>
</tr>
<tr>
<td>$\mathcal{L}$</td>
<td>Loss function</td>
</tr>
<tr>
<td>$G$</td>
<td>Gram matrix of expected features ${x_k}$</td>
</tr>
<tr>
<td>$V$</td>
<td>Expected covariance matrix of random variables $X_k^{(s)}(u)$ over input distribution</td>
</tr>
<tr>
<td>$D$</td>
<td>Expected second-order moment matrix of random variable $X_k^{(s)}(u)$ over input distribution</td>
</tr>
<tr>
<td>$\beta^2_k$</td>
<td>Eigen-NSR associated with eigentask $k$</td>
</tr>
<tr>
<td>$y^{(k)}$</td>
<td>Eigentasks, $\sum_{k'} r_{k'k}^{(k)} x_{k'}$</td>
</tr>
<tr>
<td>$r^{(k)}$</td>
<td>Linear combination coefficients of expected features ${x_{k'}}$ forming $y^{(k)}$</td>
</tr>
<tr>
<td>$\bar{y}^{(k)}$</td>
<td>Finite-$S$ estimate of eigentasks, $\sum_{k'} r_{k'k}^{(k)} \bar{X}_{k'}$</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Quantum system parameters</td>
</tr>
<tr>
<td>$\hat{\rho}$</td>
<td>Generated quantum state</td>
</tr>
<tr>
<td>$\mathcal{U}$</td>
<td>Quantum channel</td>
</tr>
<tr>
<td>$\hat{M}_k$</td>
<td>POVM elements, $\equiv</td>
</tr>
<tr>
<td>$b_k$</td>
<td>Computational basis eigenstate labels</td>
</tr>
<tr>
<td>$k^{(s)}$</td>
<td>Measurement outcome for shot $s$</td>
</tr>
<tr>
<td>$\rho^M_k$</td>
<td>Diagonal post-measurement state, $\sum_k \hat{\rho}_{kk}(u)</td>
</tr>
<tr>
<td>$K_c(S)$</td>
<td>Cutoff index where $\beta^2_k$ approaches $S$, $\max_k {\beta^2_k &lt; S}$</td>
</tr>
</tbody>
</table>

TABLE I. Table of abbreviations and symbols used in main text and appendices

Appendix B: Feature maps generated by quantum systems

In the main text, we introduce the idea of encoding inputs into the state of a quantum system via a parameterized quantum channel, reproduced below:

$$\hat{\rho}(u; \theta) = \mathcal{U}(u; \theta)\hat{\rho}_0,$$  \hspace{1cm} (B1)
FIG. 7. Schematic of a simple $L = 2$ qubit circuit, comprised of a CNOT gate sandwiched by input-dependent local $x$-rotation gates $\{ R_x(u) \}$. Different 2D inputs shown on the left are mapped to the finite-$S$ feature space on the right via this circuit. Specifically, a 2D slice ($\bar{X}_{00}$ and $\bar{X}_{11}$) of the 4D feature space is shown. Each point represents an individual sample or experiment, i.e. an output constructed with $S < \infty$ shots via Eq. (1). Distinct values of $S = 10^2, 10^3, 10^4$ are shown in different colors (blue, red, green). For each input $u$ and shots $S$, the simulation is repeated 100 times, resulting in the distribution shown.

one then measures this state to approximate desired functions of the input. Figure 7 gives a simple example of this mapping from classical inputs $u$ (here in a 2D compact domain) to a quantum state generated by a $u$-dependent encoding, and finally to the measured features in a 2-qubit system undergoing commuting local measurements in the computational basis. The measurement outcomes are therefore bitstrings, of which there are $2^q$ possible $q$-bit features in a $S$-qubit system undergoing commuting local measurements of the input. Figure 7 gives a simple example of this mapping from classical inputs $u$ (here in a 2D compact domain) to a quantum state generated by a $u$-dependent encoding, and finally to the measured features in a 2-qubit system undergoing commuting local measurements in the computational basis. The measurement outcomes are therefore bitstrings, of which there are $K = 2^L = 4$, namely: $b_k \in \{00, 01, 10, 11\}$. A given shot will yield one of these possible bitstrings.

On the right we plot samples of $S$-shot features $\bar{X}_k$ constructed for different numbers of shots $S = 100, 1000, 10000$ (here we enumerate the feature $k$ with the associated bitstring $b_k$). The feature-space for a 2-qubit system is four-dimensional. Owing to the normalization condition $\sum_k \bar{X}_k = 1$, only three of these dimensions are independent. For ease of visualization we only plot a two-dimensional projection in the $\bar{X}_{00} - \bar{X}_{11}$ plane. Each dot in this plot is an average (cf. Eq. (1)) over the associated $S$ shots holding the input $u = (u_1, u_2)$ identical over those experiments.

As expressed in Eq. (3), the structure of the noise and thus the correlations in the distribution is determined by the associated quantum state, subject to an overall scaling with $S$. It is important to notice here that as $S \to \infty$ this distribution collapses to a single deterministic point, the corresponding quantum probability $\rho(u)$.

To describe these models, we begin by first limiting to 1-D inputs $u$ as analyzed in the main text; generalizations to multi-dimensional inputs $u$ are straightforward. Then, we write Eq. (B1) in the form

$$\hat{\rho}(u; \theta) = \hat{U}(u; \theta) \rho_0 \hat{U}^\dagger(u; \theta) \quad (B2)$$

In the main text, we have considered a model for dynamics of an $L$-qubit quantum system that is natively implementable on modern quantum computing platforms: namely an ansatz of quantum circuits with single and two-qubit gates. We refer to this encoding as the circuit ansatz (or $C$-ansatz for short) for which the operator $\hat{U}(u; \theta)$ takes the precise form

$$\hat{U}(u; \theta) = \left[ R_x \left( \frac{\theta_x}{2} \right) \hat{W}(J) R_z \left( \theta^z + \theta^I u \right) R_x \left( \frac{\theta_x}{2} \right) \right]^T \quad (C\text{-ansatz}) \quad (B3)$$

For completeness, we recall that $\hat{R}_{x/z}$ are Pauli-rotations applied qubit-wise, e.g. $\hat{R}_z = \prod_i R_z(\theta^z_i + \theta^I_i u)$, while the coupling gate acts between physically connected qubits in the device and can be written as $\hat{W}(J) = \prod_{\langle i,j \rangle} \exp\{-i \hat{\sigma}_i^z \hat{\sigma}_j^z \}$. We emphasize here again that $\tau \in \mathbb{N}^+$ is an integer, representing the number of repeated blocks in the $C$-ansatz encoding. We note that the actual operations implemented on IBMQ processors also include dynamics due to noise, gate, and measurement errors, and thus must be represented as a general quantum channel as in Eq. (B1). As discussed in the main text, the REC of a quantum system can be computed in the presence of these more general dynamics, and is sensitive to the limitations introduced by them.

An alternative ansatz analyzed here is the Hamiltonian ansatz (or $H$-ansatz for short) where the operator $\hat{U}(u; \theta)$ describes continuous Hamiltonian dynamics. This ansatz is relevant to computation with general quantum devices, such as quantum annealers and more generally quantum simulators:

$$\hat{U}(u; \theta) = \exp\{-i \hat{H}(u)t\}, \quad \hat{H}(u) = \hat{H}_0 + u \cdot \hat{H}_1 \quad (H\text{-ansatz}) \quad (B4)$$
Here, the implementation of the H-ansatz in Eq. (B4). In particular, if we set \( \theta \) with non-zero density within \( \Delta \), where \( \Delta \) is a continuous parameter defining the evolution time; and \( \tilde{H}_0 = \sum_{l} J_{l,l'} \hat{\sigma}_l^z \hat{\sigma}_{l'}^z + \sum_{l=1}^L n_l^z \hat{\sigma}_l^z + \sum_{l=1}^L h_l^z \hat{\sigma}_l^z \) and \( \tilde{H}_1 = \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \). The transverse \( x \)-field strength \( h_l^x \) and longitudinal \( z \)-drive strength \( h_l^z \) are all randomly chosen and held fixed for a given realization of the quantum system.

Here \( t \) is a continuous parameter defining the evolution time; and \( \tilde{H}_0 = \sum_{l} J_{l,l'} \hat{\sigma}_l^z \hat{\sigma}_{l'}^z + \sum_{l=1}^L n_l^z \hat{\sigma}_l^z + \sum_{l=1}^L h_l^z \hat{\sigma}_l^z \) and \( \tilde{H}_1 = \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \). The transverse \( x \)-field strength \( h_l^x \) and longitudinal \( z \)-drive strength \( h_l^z \) are all randomly chosen and held fixed for a given realization of the quantum system.

As an aside, we note that the C-ansatz quantum channel described by Eq. (B3) can be considered a Trotterization-inspired implementation of the H-ansatz in Eq. (B4). In particular, if we set \( \theta \) with a non-zero density within \( \Delta \), where \( \Delta \) is a continuous parameter defining the evolution time; and \( \tilde{H}_0 = \sum_{l=1}^L h_l^z \hat{\sigma}_l^z + \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \) and \( \tilde{H}_1 = \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \). The transverse \( x \)-field strength \( h_l^x \) and longitudinal \( z \)-drive strength \( h_l^z \) are all randomly chosen and held fixed for a given realization of the quantum system.

Algorithm 1: Measured features in the probability representation

\[
\text{Input} \quad : u \in [-1, +1] \\
\text{Output} \quad : \hat{X}(u), \text{which approximates } x_k(u) := \text{Tr} \{ \hat{\rho}(u) | b_k \rangle \langle b_k | \}
\]

For \( s \leftarrow 1 \) to \( S \)
\begin{itemize}
  \item Initialize overall state \( \hat{\rho}_0 \leftarrow |0\rangle \langle 0|^L \).
  \item Evolve under quantum channel \( \hat{U}(u) \): \( \hat{\rho}(u) \leftarrow \hat{U}(u) \hat{\rho}_0 \).
  \item Measure all \( L \) qubits: \( b^{(s)}(u) \leftarrow b_k = (b_{k,1}, b_{k,2}, \ldots, b_{k,L}) \in \{0,1\}^L \).
\end{itemize}

EndFor

For \( k \leftarrow 0 \) to \( K - 1 \)
\begin{itemize}
  \item Take the ensemble averages as readout features:
    \[ \hat{X}_k(u) \leftarrow \frac{1}{S} \sum_{s=1}^S \delta(b_k, b^{(s)}(u)) ; \]
    \[ / * \text{Notice } x_k(u) := \text{Tr} \{ \hat{\rho}(u) | b_k \rangle \langle b_k | \} = \lim_{S \to \infty} \hat{X}_k(u) * / \]
\end{itemize}

EndFor

Algorithm 2: Training of output weights

\[
\text{Input} \quad : \{u^{(1)}, \ldots, u^{(N)}\} \in [-1, +1]^N \\
\text{Output} \quad : \hat{w}_N, \text{such that } y = \hat{w}_N \cdot \hat{X}(u) \text{ can approximate } f(u)
\]

For \( n \leftarrow 1 \) to \( N \)
\begin{itemize}
  \item Generate features \( \hat{X}(u^{(n)}) \) through Algorithm 1
\end{itemize}

EndFor

Collect the features into a regression matrix \( \hat{F}_N \in \mathbb{R}^{N \times K} ; \\
\text{Compute empirical Gram matrix } G = \frac{1}{S} \hat{F}_N^T \hat{F}_N ; \\
\text{Compute target vector } y \leftarrow (f(u^{(1)}), \ldots, f(u^{(N)}))^T ; \\
\text{Output } : \hat{w}_N = (\hat{F}_N \hat{F}_N)^{-1} \hat{F}_N^T y ; \\
\]

Here \( t \) is a continuous parameter defining the evolution time; and \( \tilde{H}_0 = \sum_{l} J_{l,l'} \hat{\sigma}_l^z \hat{\sigma}_{l'}^z + \sum_{l=1}^L h_l^z \hat{\sigma}_l^z + \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \) and \( \tilde{H}_1 = \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \). The transverse \( x \)-field strength \( h_l^x \) and longitudinal \( z \)-drive strength \( h_l^z \) are all randomly chosen and held fixed for a given realization of the quantum system.

\[
\varepsilon_{t}^{x,z,I} \sim h_{\text{rms}}^{x,z,I} \mathcal{N}(0, 1), \tag{B5}
\]

where \( \mathcal{N}(0, 1) \) defines the standard normal distribution with zero mean and unit variance. We consider nearest-neighbor interactions \( J_{l,l'} \), which can be constant \( J_{l,l'} \equiv J \), or drawn from \( J_{l,l'} \sim \text{Unif}[0, J_{\text{max}}] \), where \( \text{Unif}[a, b] \) is a uniform distribution with non-zero density within \( [a, b] \).

As an aside, we note that the C-ansatz quantum channel described by Eq. (B3) can be considered a Trotterization-inspired implementation of the H-ansatz in Eq. (B4). In particular, if we set \( \theta \) with a non-zero density within \( \Delta \), where \( \Delta \) is a continuous parameter defining the evolution time; and \( \tilde{H}_0 = \sum_{l} J_{l,l'} \hat{\sigma}_l^z \hat{\sigma}_{l'}^z + \sum_{l=1}^L h_l^z \hat{\sigma}_l^z + \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \) and \( \tilde{H}_1 = \sum_{l=1}^L h_l^x \hat{\sigma}_l^x \). The transverse \( x \)-field strength \( h_l^x \) and longitudinal \( z \)-drive strength \( h_l^z \) are all randomly chosen and held fixed for a given realization of the quantum system.

1. Definition of capacity for physical systems with sampling noise

Suppose an arbitrary probability distribution \( p(u) \) for a random (scalar) variable \( u \) defined in \( D \subseteq \mathbb{R} \). This naturally defines a function space \( L^2(D) \) containing all functions \( f : D \rightarrow \mathbb{R} \) with \( \int f^2(u) \mu(u)du < \infty \). The space is equipped with the inner product structure \( \langle f_1, f_2 \rangle = \int f_1(u) f_2(u) \mu(u) \mu(u)du \). We first review the definition of the function approximation capacity known as the Information Processing Capacity (IPC) introduced in Ref. [18]. This deterministic quantity is based on a metric quantifying the accuracy of a physical system to approximate one of the functions \( f_k(u) \) of its input through a linear estimator based on its accessible (measurable) degrees of freedom \( x_k(u) \):

\[
C[f_k] = 1 - \min_{w \in \mathbb{R}^K} \int \left( \sum_{k=0}^{K-1} W_{kk} x_k(u) - f_k(u) \right)^2 p(u) \mu(u)du \int f_k(u)^2 p(u) \mu(u)du , \tag{C1}
\]
where functions \( f_k(u) \) are orthogonal target functions \( \langle f_k, f_{k'} \rangle_p = \int f_k(u)f_{k'}(u)p(u)du = 0 \) for \( k \neq k' \). The IPC is defined as \( C_T \equiv \sum_{k=0}^{\infty} C[f_k] \), capturing the ability of what type of function the linear combination of physical system readout features can produce. Ref. \[18\] provides an upper bound for the IPC; the IPC of any generic dynamical system is bounded by the accessible degrees of freedom, \( C_T \leq K \).

While this result is quite general, it neglects the limitations due to noise in readout features, which is unavoidable when using physical systems in the presence of finite computational and measurement resources. It is generally accepted that the capacity is reduced in the presence of additive noise, but there are no general results on how to quantify that reduction in the presence of general physical noise. This is our goal here, to arrive at an exact result for capacity reduction under well-defined but sufficiently general conditions given the physical system. Additional desideratum on this metric is that it provides a practical, calculable metric that can be calculated (1) either from numerical solution of the dynamics of the physical system incorporating a sufficiently accurate noise model, or (2) if desired, from experimental data extracted from said physical system. In the main text, we provide a comparative analysis of these two modalities for a 7-qubit superconducting quantum processor.

We start from considering the noisy readout features \( \bar{X}(u) \) whose expectations and covariances are

\[
E_X[\bar{X}(u)] \equiv x(u)
\]

\[
\text{Cov}_X[\bar{X}(u)] \equiv \frac{1}{S} \Sigma(u),
\]

where the expectation and covariance are evaluated under the product distribution of \( S \)-shot i.d. variable \( \{X_k^{(s)}(u)\} \). To determine the optimal capacity to compute an arbitrary normalized function \( f(u) \) using the noisy readout features \( \bar{X}(u) \) extracted from the physical system, we need to find an optimal \( W \) such that

\[
C[f] = 1 - \min_W \int \left( \frac{\left( \sum_{k=0}^{K-1} W_k \bar{X}_k(u) - f(u) \right)^2}{\int f^2(u)p(u)du} \right) p(u)du.
\]

By expanding the numerator of the right-hand side for a given, finite number of shots \( S \), we find

\[
\int f^2(u)p(u)du - \int \left( \sum_{k=0}^{K-1} W_k \bar{X}_k(u) - f(u) \right)^2 p(u)du
\]

\[= - \sum_{k_1=0}^{K-1} \sum_{k_2=0}^{K-1} W_{k_1}W_{k_2} \int \bar{X}_{k_1}(u)\bar{X}_{k_2}(u)p(u)du + 2 \sum_{k=0}^{K-1} W_k \int \bar{X}_k(u)f(u)p(u)du
\]

\[\approx - \frac{1}{N} \sum_{k_1=0}^{K-1} \sum_{k_2=0}^{K-1} W_{k_1}W_{k_2} \sum_{n=1}^{N} \bar{X}_{k_1}(u^{(n)})\bar{X}_{k_2}(u^{(n)}) + 2 \sum_{k=0}^{K-1} W_k \sum_{n=1}^{N} \bar{X}_k(u^{(n)})f(u^{(n)}).
\]

where we have approximated the integral over the input domain by a finite sum in the limit of a large number of inputs \( N \). Next, note that if \( n \neq n' \), then \( X_{k_1}(u^{(n)}) \) and \( X_{k_2}(u^{(n')}) \) are independent random variables (though not necessarily identically distributed). The sums over \( N \) on the right hand side are therefore sums of bounded independent random variables. In the limit of large \( N \gg 1 \), the deviation between stochastic realizations of these sums and their expectation values is exponentially suppressed, as determined by the Hoeffding inequality. Then, with large probability, the sums over \( N \) may be replaced by their expectation values,

\[
\int f^2(u)p(u)du - \int \left( \sum_{k=0}^{K-1} W_k \bar{X}_k(u) - f(u) \right)^2 p(u)du
\]

\[\approx - \frac{1}{N} \sum_{k_1=0}^{K-1} \sum_{k_2=0}^{K-1} W_{k_1}W_{k_2} \sum_{n=1}^{N} \mathbb{E}_X[\bar{X}_{k_1}(u^{(n)})\bar{X}_{k_2}(u^{(n)})] + 2 \sum_{k=0}^{K-1} W_k \sum_{n=1}^{N} \mathbb{E}_X[\bar{X}_k(u^{(n)})f(u^{(n)})]
\]

\[= - \frac{1}{N} \sum_{k_1=0}^{K-1} \sum_{k_2=0}^{K-1} W_{k_1}W_{k_2} \sum_{n=1}^{N} x_{k_1}(u^{(n)})x_{k_2}(u^{(n)}) + \frac{1}{S} \Sigma(u^{(n)})_{k_1,k_2} + 2 \sum_{k=0}^{K-1} W_k \sum_{n=1}^{N} x_{k}(u^{(n)})f(u^{(n)})
\]

\[\approx - \sum_{k_1=0}^{K-1} \sum_{k_2=0}^{K-1} W_{k_1}W_{k_2} \int x_{k_1}(u)x_{k_2}(u) + \frac{1}{S} \Sigma(u)_{k_1,k_2} p(u)du + 2 \sum_{k=0}^{K-1} W_k \int x_{k}(u)f(u)p(u)du.
\]
The first approximation above comes from the Hoeffding inequality. For the first term in the second line, since \( X_{k_1}(u^{(n)})X_{k_2}(u^{(n)}) \in [0, 1] \), we have

\[
\text{Prob} \left[ \left| \frac{1}{N} \sum_{n=1}^{N} X_{k_1}(u^{(n)})X_{k_2}(u^{(n)}) - \mathbb{E}_X \left[ \frac{1}{N} \sum_{n=1}^{N} X_{k_1}(u^{(n)})X_{k_2}(u^{(n)}) \right] \right| \geq \epsilon \right] \leq 2e^{-2N\epsilon^2},
\]

(C7)

where the probability of large deviation is suppressed exponentially with \( N \) (similarly for the second term in the second line). In going from the second to the third line, we have used the property of covariance matrix \( \mathbb{E}_X[X_j(u)X_k(u)] - \mathbb{E}_X[X_j(u)] \mathbb{E}_X[X_k(u)] = \frac{1}{N} \Sigma(u)_{jk} \). The final expression is obtained by rewriting sums over \( u \) as integrals, with an error proportional to \( 1/\sqrt{N} \) once more. Thus we can say the original integral in Eq. (C4) is approximately equal to Eq. (C6) to \( O(1/\sqrt{N}) \). In the limit of a large number of input samples, \( N \to \infty \), we conclude that all approximations can be replaced by exact equalities.

The goal of the remaining part of this section is deducing a more compact generalized Rayleigh quotient form of functional capacity. The dependence of readout features \( x_k(u) \) on the input \( u \) can always be written in the form of a Taylor expansion,

\[
x_k(u) = \sum_{j=0}^{\infty} (T)_{kj} u^j
\]

(C8)

where we define the transfer matrix \( T(\theta) \equiv T \in \mathbb{R}^{K \times \infty} \) that depends on the density matrix \( \hat{p}(u) \), and in particular on parameters \( \theta \) characterizing the physical system. The first term in Eq. (C6) does not depend explicitly on the function \( f(u) \) being constructed, and introduces quantities that are determined entirely by the response of the physical system of interest to inputs over the entire domain of \( u \). In particular, we introduce the Gram matrix \( G \in \mathbb{R}^{K \times K} \) as

\[
(G)_{k_1,k_2} = \int x_{k_1}(u)x_{k_2}(u)p(u)du = \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} (T)_{k_1,j_1} \left( \int u^{j_1+j_2}p(u)du \right) (T)_{k_2,j_2} \equiv (TAT^T)_{k_1,k_2}
\]

(C9)

where we have also introduced the generalized Hilbert matrix \( \Lambda \in \mathbb{R}^{\infty \times \infty} \) as

\[
(\Lambda)_{j_1,j_2} = \int u^{j_1+j_2}p(u)du.
\]

(C10)

Secondly, we introduce the noise matrix \( V \in \mathbb{R}^{K \times K} \),

\[
(V)_{k_1,k_2} = \int \Sigma(u)_{k_1,k_2} p(u)du
\]

(C11)

The second term in Eq. (C6) depends on \( f(u) \) and can be simplified using the \( \Lambda \) matrix as well. Introducing the Taylor series expansion \( f(u) = \sum_{j=0}^{\infty} (Y)_{j} u^j \)

\[
\int x_k(u)f(u)p(u)du = \sum_{j_1=0}^{\infty} \sum_{j_2=0}^{\infty} (T)_{k,j_1} \left( \int u^{j_1+j_2}p(u)du \right) (Y)_{j_2} = (TAY)_{k}.
\]

(C12)

With these definitions, Eq. (C4) can be compactly written in matrix form as a Tikhonov regularization problem:

\[
C[f] = 1 - \min_{W} \left( \frac{\| \Lambda^{1/2}TW - \Lambda^{1/2}Y \|^2 + \frac{1}{S} W^T VW \right)}{W^T \Lambda W}.
\]

(C13)

The least-squares form ensures that the optimal value (argmin) \( W \) of \( W \) has closed form

\[
w = \left( TAT^T + \frac{1}{S} V \right)^{-1} TAY.
\]

(C14)

Substituting \( w \) into the expression for \( C \), we obtain the optimal capacity with which a function \( f \) can be constructed, which takes the form of a generalized Rayleigh quotient

\[
C[f] = \frac{Y^T \Lambda T^T \left( G + \frac{1}{S} V \right)^{-1} TAY}{Y^T \Lambda Y}.
\]

(C15)
In scenario of fundamental quantum measurement noise, or quantum sampling noise, given \( u \) and \( S \), the quantum readout features \( \tilde{X}_k(u) = \frac{1}{S} \sum_{s=1}^{S} \delta(k(s)(u),k) \) are stochastic variables. The expectation vector and covariance matrix of \( \tilde{X}(u) \) can be expressed in terms of \( \hat{\rho}(u) \)

\[
E_X[U(u)] \equiv x(u) = \text{Tr}\{M_k \hat{\rho}(u)\},
\]

\[
\text{Cov}_X[U(u)] \equiv \frac{1}{S} \Sigma(u) = \frac{1}{S} \left( \text{diag}(x) - x x^T \right).
\]

To understand Eq. (C17), we provide brief proofs of some important identities involving the second order statistics of multinomial \( u \). \( \Sigma \) which can be directly used to derive Eq. (C17), namely the element \( \bar{\Sigma} \).

Then, the expectation of the product of \( E \) \( \) is

\[
E_X[\tilde{X}_k(u) \tilde{X}_k'(u)] = \frac{1}{S^2} \sum_{s,s'} \left( x_k(u)x_{k'}(u) - x_k(u)x_{k'}(u) \right)
\]

\[
= x_k(u)x_{k'}(u) + \frac{1}{S} (\delta_{k,k'}x_k(u) - x_k(u)x_k(u)),
\]

which can be directly used to derive Eq. (C17), namely the element \( \Sigma_{kk'}(u) \) is:

\[
E_X[(\tilde{X}_k(u) - x_k(u))(\tilde{X}_k'(u) - x_k(u))] = E_X[\tilde{X}_k(u) \tilde{X}_k'(u)] - E_X[\tilde{X}_k(u)x_k'(u)] - E_X[x_k(u)\tilde{X}_k'(u)] + E_X[x_k(u)x_k(u)]
\]

\[
= x_k(u)x_{k'}(u) + \frac{1}{S} (\delta_{k,k'}x_k(u) - x_k(u)x_k(u)) - x_k(u)x_{k'}(u)
\]

\[
= \frac{1}{S} (\delta_{k,k'}x_k(u) - x_k(u)x_k(u)).
\]

Therefore for quantum sampling noise, we can express the noise matrix \( \mathbf{V} \) more explicitly,

\[
(\mathbf{V})_{k_1,k_2} = \int \Sigma(u)_{k_1,k_2} p(u)du = \int (\delta_{k_1,k_2}x_{k_1}(u) - x_{k_1}(u)x_{k_2}(u))p(u)du \equiv (\mathbf{D})_{k_1,k_2} - (\mathbf{G})_{k_1,k_2}
\]

Here we have also introduced the second-order-moment matrix \( \mathbf{D} \in \mathbb{R}^{K \times K} \) such that

\[
(\mathbf{D})_{k_1,k_2} = \delta_{k_1,k_2} \sum_k G_{kk_1} = \delta_{k_1,k_2} \int x_{k_1}(u)p(u)du.
\]

Then, the noise matrix simply defines the covariance of readout features, and is therefore given by \( \mathbf{V} = \mathbf{D} - \mathbf{G} \).

In the study of quantum machine learning, it is convenient to define the \( t \)-th order quantum ensemble moment of ensemble \( E = \{p(u)du, \hat{\rho}(u)\} \) in a \( t \)-copy space [44]:

\[
\hat{\rho}^{(t)} = \int \hat{\rho}(u)^{\otimes t}p(u)du.
\]

The Gram matrix and second-order moment matrix can then be compactly expressed as

\[
\mathbf{D}_{kk} = \int x_k(u)p(u)du = \int \text{Tr}\{\hat{M}_k \hat{\rho}(u)\}p(u)du = \text{Tr}\left\{ \int \hat{M}_k \hat{\rho}(u)p(u)du \right\} = \text{Tr}\{\hat{M}_k \hat{\rho}^{(1)}\},
\]

\[
\mathbf{G}_{kk'} = \int x_k(u)x_{k'}(u)p(u)du = \int \text{Tr}\{\hat{M}_k \hat{\rho}(u)\}\text{Tr}\{\hat{M}_{k'} \hat{\rho}(u)\}p(u)du
\]

\[
= \text{Tr}\left\{ (\hat{M}_k \otimes \hat{M}_{k'}) \left( \int \hat{\rho}(u) \otimes \hat{\rho}(u)p(u)du \right) \right\} = \text{Tr}\{(\hat{M}_k \otimes \hat{M}_{k'})\hat{\rho}^{(2)}\}.
\]

While most of the results in our paper do not utilize this representation, we do find that it provides a compact and natural representation and we use this representation to derive the analytical results in Section III B, see Appendix F.
2. Eigentasks

Eq. (C15) defines the optimal capacity of approximating an arbitrary function \( f(u) = \sum_{j=0}^{\infty} \langle Y_j, u \rangle \). We can therefore naturally ask which functions \( f \) maximize this optimal capacity. To this end, we first note that the denominator of Eq. (C15) is simply a normalization factor that can be absorbed into the definition of the function \( f(u) \) being approximated, without loss of generality. More precisely, we consider:

\[
\langle f, f \rangle_r = 1 = \left( A^\frac{1}{2} Y \right)^T \left( A^\frac{1}{2} Y \right) = Y^T \Lambda Y.
\] (C26)

Then, we can rewrite the optimal capacity from Eq. (C15) as

\[
C[f] = Y^T \Lambda^\frac{1}{2} Q \Lambda^\frac{1}{2} Y.
\] (C27)

Here we have defined the matrix \( Q \in \mathbb{R}^{\infty \times \infty} \) as

\[
Q = B \left( I + \frac{1}{S} R \right)^{-1} B^T,
\] (C28)

\[
B = \Lambda^\frac{1}{2} T^T G^{-\frac{1}{2}},
\] (C29)

\[
R = G^{-\frac{1}{2}} V^T G^{-\frac{1}{2}}
\] (C30)

by introducing the matrix square root of \( G^\frac{1}{2} \in \mathbb{R}^{K \times K} \), and the noise-to-signal ratio (NSR) matrix \( R \). The decomposition in Eq. (C28) may be verified by direct substitution into Eq. (C27). The ability to calculate matrix powers and in particular the inverse of \( G \) requires constraints on its rank. We show in Appendix C 6 that the rank of \( G \) is equal to the number of linearly-independent functions in \( \{ x_k(u) \}_{k \in [K]} \). One way the rank of \( G \) to be deficient is through the use of the input encoding that leads to identical dependence of the features in a way that is not broken by the rest of the system’s interactions (dictated by \( \theta \)). We do not consider such symmetries. All simulations utilize encodings that result in a full rank \( G \). In case of a rank-deficient \( G \), one should replace all appearances of \( G^{-1} \) above with the pseudoinverse \( G^+ \).

We now consider the measure-independent part of the eigenvectors of \( Q \), indexed \( Y^{(k)} \), satisfying the standard eigenvalue problem:

\[
QA^\frac{1}{2} Y^{(k)} = C_k A^\frac{1}{2} Y^{(k)},
\] (C31)

where \( k = 0, \cdots, K - 1 \). From Eq. (C27), it is clear that these eigenvectors have a particular meaning. Consider the function \( y^{(k)}(u) \) defined by the eigenvector \( Y^{(k)} \), namely

\[
y^{(k)}(u) = \sum_{j=0}^{\infty} Y^{(k)}_j u^j,
\] (C32)

which we will refer to from now on as *eigentasks*. Suppose we wish to construct the function \( y^{(k)}(u) \) using outputs obtained from the physical system defined by \( Q \) in the \( S \rightarrow \infty \) limit (namely, with deterministic outputs). At a first glance, before we dive into solving the eigenproblem Eq. (C31), we do not know any relationship between \( y^{(k)} \) and \( x(u) \). The rest part of this subsection is aiming to prove that \( y^{(k)} \) must be a specific linear combination of features \( x(u) \). Then, the physical system’s capacity for this construction is simply given by the corresponding eigenvalue \( C_k \), as may be seen by substituting Eq. (C31) into Eq. (C27). Formally, the \( y^{(k)}(u) \) serves as the critical point (or stationary point) of the generalized Rayleigh quotient in Eq. (C15). Consequently, the function that is constructed with largest capacity then corresponds to the nontrivial eigenvector with largest eigenvalue.

To obtain these eigentasks, we must solve the eigenproblem defined by Eq. (C31). Here, the representation of \( Q \) in Eq. (C28) becomes useful, as we will see that the eigensystem of \( Q \) is related closely to that of the NSR matrix \( R \). In particular, we first define the eigenproblem of \( R \),

\[
RG^\frac{1}{2} r^{(k)} = \beta_k^2 G^\frac{1}{2} r^{(k)}
\] (C33)

with NSR eigenvalues \( \beta_k^2 \) and corresponding eigenvectors \( r^{(k)} \), which satisfy the orthogonality relation \( r^{(k')}^T GR^{(k)} = \delta_{k,k'} \). Here the \( r^{(k)} \) can also be computed from the solution to a simpler generalized eigen-problem, where matrix square root operation \( G^\frac{1}{2} \) is not needed:

\[
VR^{(k)} = \beta_k^2 GR^{(k)}
\] (C34)
This is because $\mathbf{V}_r(k) = \mathbf{G}^{\frac{1}{2}} \mathbf{R} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k) = \beta_k^2 \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k)$. The prefactor $\mathbf{G}^{\frac{1}{2}}$ is introduced for later convenience. Eq. (C33) then allows us to define the related eigenproblem

$$
\left( \mathbf{I} + \frac{1}{S} \mathbf{R} \right)^{-1} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k) = \left( 1 + \frac{\beta_k^2}{S} \right)^{-1} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k)
$$

(C35)

Next, we note that $\mathbf{Q}$ is related to the matrix in brackets above via a generalized similarity transformation defined by $\mathbf{B}$, Eq. (C28). In particular, $\mathbf{B}^T \mathbf{B} = \mathbf{G}^{-\frac{1}{2}} \mathbf{G} \mathbf{G}^{-\frac{1}{2}} = \mathbf{I} \in \mathbb{R}^{K \times K}$, while we remark that $\mathbf{B}^T \neq \mathbf{I}$ since it is in $\mathbb{R}^{\infty \times \infty}$. This connection allow us to show that

$$
\mathbf{Q} \mathbf{B} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k) = \mathbf{B} \left( \mathbf{I} + \frac{1}{S} \mathbf{R} \right)^{-1} \mathbf{B}^T \mathbf{B} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k) = \frac{1}{1 + \frac{\beta_k^2}{S}} \mathbf{B} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k).
$$

(C36)

Comparing with Eq. (C31), we can now simply read off both the eigenvalues and eigenvectors of $\mathbf{Q}$.

$$
\begin{align*}
\Lambda_k^\frac{1}{2} \mathbf{Y}(k) &= \mathbf{B} \mathbf{G} \mathbf{r}(k) \\
\Lambda_k^\frac{1}{2} \mathbf{Y}(k) &= \mathbf{B} \left( \mathbf{I} + \frac{1}{S} \mathbf{R} \right)^{-1} \mathbf{B}^T \mathbf{B} \mathbf{G}^{\frac{1}{2}} \mathbf{r}(k) \\
\Lambda_k^\frac{1}{2} \mathbf{Y}(k) &= \mathbf{T}^T \mathbf{r}(k)
\end{align*}
$$

(C37)

where we have used the definition of $\mathbf{B}$ from Eq. (C29). The functions defined by the eigenvectors $\mathbf{Y}(k)$ are automatically orthonormal:

$$
\left\langle y^{(k_1)}, y^{(k_2)} \right\rangle_p = \left( \Lambda^{\frac{1}{2}} \mathbf{Y}(k_1) \right)^T \left( \Lambda^{\frac{1}{2}} \mathbf{Y}(k_2) \right) = \mathbf{r}^{(k_1)T} \mathbf{G} \mathbf{r}^{(k_2)} = \mathbf{r}^{(k_1)T} \mathbf{B} \mathbf{B} \mathbf{G} \mathbf{r}^{(k_2)} = \delta_{k_1 k_2}.
$$

(C38)

3. Noisy eigentasks from readout features

We can now also discuss the interpretation of $\{ \beta_k^2 \}$ for a physical system for which $\{ \mathbf{r}(k) \}$ are known. Consider the evaluation by the physical system (for a given $u$) under finite shots $S$, which yields a single instance of the readout features $\mathbf{X}(u)$. We can simply construct from the $S$-shot averaged features $\{ \bar{X}_k(u) \}$ that a noisy version of the $k$th eigentask, $\bar{y}^{(k)}(u)$ can be constructed as

$$
\bar{y}^{(k)}(u) = \sum_{k'=0}^{K-1} r^{(k)}_{k'} \bar{X}_k(u)
$$

(C39)

which is equivalent to requiring the output weights $\mathbf{W} = \mathbf{r}(k)$. The corresponding set of noisy function is also orthogonal, this is because $\mathbf{V}_r(k) = \beta_k^2 \mathbf{G} \mathbf{r}(k)$ implies $\mathbf{r}^{(k)T} \mathbf{V}_r(k) = \beta_k^2 \delta_{k,k'}$ and hence

$$
\left\langle \bar{y}^{(k_1)}, \bar{y}^{(k_2)} \right\rangle_p = \mathbf{r}^{(k_1)T} \left( \mathbf{G} + \frac{1}{S} \mathbf{V} \right) \mathbf{r}^{(k_2)} = \left( 1 + \frac{\beta_k^2}{S} \right) \delta_{k_1 k_2}
$$

(C40)

Let us define $\bar{y}^{(k)}(u) = y^{(k)}(u) + \xi^{(k)}(u)$. It means: for each $k$, the noisy eigentask $\bar{y}^{(k)}(u)$ contains a signal part $y^{(k)}(u)$ and a noise part in $\xi^{(k)}(u)$, where the latter one is computed from the linear combination $\xi^{(k)}(u) = \frac{1}{\sqrt{S}} \sum_{k'=0}^{K-1} r^{(k') \xi^{(k)}(u)}$. One can check $\mathbb{E}_u[y^{(k_1)} \xi^{(k_2)}] = \mathbb{E}_u[\xi^{(k_1)} \xi^{(k_2)}] = 0$, and

$$
\mathbb{E}_u[y^{(k_1)} \xi^{(k_2)}] = \left\langle y^{(k_1)}, \xi^{(k_2)} \right\rangle_p = \mathbf{r}^{(k_1)T} \mathbf{G} \mathbf{r}^{(k_2)} = \delta_{k_1 k_2}, \quad \mathbb{E}_u[\xi^{(k_1)} \xi^{(k_2)}] = \left\langle \xi^{(k_1)}, \xi^{(k_2)} \right\rangle_p = \frac{1}{S} \mathbf{r}^{(k_1)T} \mathbf{V} \mathbf{r}^{(k_2)} = \frac{\beta_k^2}{S} \delta_{k_1 k_2}.
$$

(C41) (C42)

It means that the combination $\{ \mathbf{r}(k) \in \mathbb{R}^K \}_{k \in [K]}$ not only produces orthogonal eigentasks $\{ y^{(k)}(u) \}$ for signal, but also induces a set of orthogonal noise functions $\{ \xi^{(k)}(u) \}$.

If the physical system can be run multiple times for a given $S$, multiple instances of $\mathbf{X}(u)$ can be obtained, from each of which an estimate of the $k$th eigentask $\bar{y}^{(k)}(u)$ can be constructed. The expectation value of these estimates then simply yields

$$
\mathbb{E}_u[\bar{y}^{(k)}(u)] = \sum_{k'=0}^{K-1} r^{(k') \bar{X}_k(u)} = \sum_{k'=0}^{K-1} r^{(k')} x_k(u) = y^{(k)}(u)
$$

(C43)
If we have access to only a single instance of $\bar{X}(u)$, however, and thus only one estimate $\bar{y}^{(k)}(u)$ (as $\bar{y}^{(k)}(u)$ and $\bar{y}^{(k)}(u)$ depicted in Fig. 10), it is useful to know the expected error in this estimate. This error can be extracted from Eq. (C13). In particular, requiring $\bar{Y}^{(k)} = T^{T}r^{(k)}$, we have

$$\left\| \frac{1}{S^{T}} T^{T} r^{(k)} \right\|^{2} = \frac{1}{S^{T}} r^{(k)} V r^{(k)} = \frac{\beta^{2}}{S^{T}}.$$

(C44)

This mean squared error in using $\bar{y}^{(k)}(u)$ to estimate $y^{(k)}(u)$ over the domain of $u$ decreases to zero for $S \to \infty$ as expected, since the noise in $\bar{X}$ decreases with $S$. However, $\beta^{2}$ defines the $S$-independent contribution to the error. In particular, this indicates that at a given $S$, certain functions with lower NSR eigenvalues $\beta^{2}$ may be better approximated using this physical system than others. We present in Fig. 10 the measured features $\bar{X}$, the eigentasks $\bar{y}$ and their $S$-finite version $\bar{Y}$ in a 6-qubit Hamiltonian based system. The associated eigen-NSR spectrum, resolvable expressive capacity, and total correlations are also depicted for both CS ($J \neq 0$) and PS ($J = 0$) encodings.

4. S-shot Resolvable Expressive Capacity: Derivation of the Bound

Given an arbitrary set of complete orthonormal basis functions $f_{\ell}(u) = \sum_{j=0}^{\infty} (Y_{\ell})_{j} u^{j}$,

$$\langle f_{\ell}, f_{\ell'} \rangle_{p} = \left( A^{\frac{1}{2}} Y_{\ell} \right)^{T} \left( A^{\frac{1}{2}} Y_{\ell'} \right) = \delta_{\ell \ell'}.$$

(C45)

The total capacity is independent of the basis choice

$$C_{T}(S) = \sum_{\ell=0}^{\infty} C[f_{\ell}] = \sum_{\ell=0}^{\infty} Y_{\ell}^{T} A^{\frac{1}{2}} \left( \frac{1}{S} V \right)^{-1} \left( T A^{T} + \frac{1}{S} V \right)^{-1} A^{\frac{1}{2}} Y_{\ell}$$

$$= T \left( \frac{1}{S} V \right)^{-1} = T \left( \left( G + \frac{1}{S} V \right)^{-1} G \right) = \sum_{k=0}^{K-1} \frac{1}{1 + \frac{\beta^{2}}{S}}.$$  

(C46)

5. Eigentask Learning training procedure for a nonlinear postprocessing layer

The definition of REC metric and the training scheme underlying Eigentask Learning considered in the main text is based on a linear estimator $W \cdot \bar{X}$ fed into a quadratic loss function. Note that in an experimental context, their calculations are performed on a classical processor after the measurement results are collected. This is what is done in the experiments on the superconducting quantum processor in Section IV. This choice of a linear estimator and a quadratic loss function may seem arbitrary, but the rationale behind it, as explained in the main text, is the desire to quantify the function expression capacity of solely the physical system itself, rather than the classical post-processing layer.

The Eigentask Learning training methodology introduced in the present work is however sufficiently general to be adapted to non-linear post-processing scenarios as well, which is the subject of this Appendix. The central finding is that a cumulant expansion of the non-linear loss function produces extra regularization terms whose magnitudes can be characterized by the eigen-NSR spectra $\{ \beta^{2} \}$. The non-linear training loss can then be well-approximated using a truncated set of eigentasks.

The most general case of the output layer can involve a nonlinear activation function or kernel which may subsequently be fed into a nonlinear loss function. A unified description of these two aspects can be achieved through the usage of a general differentiable non-linear function $\sigma_{NL}$

$$\mathcal{L} = \mathbb{E}_{u}[\sigma_{NL}(\bar{X})].$$

(C47)

One typical example is logistic regression used in the toy binary classification problem considered in Section IV C. Here the target function is the conditional probability distribution $f(u) := \text{Prob}[u \in C_{1} | u]$, where $C_{1}$ represents the class labeled by 1. The eventual loss function contains a softmax layer and a cross-entropy function $\mathcal{L} = \mathbb{E}_{u}[H(f(u), \sigma(W \cdot \bar{X}(u)))$ where $\sigma$ is sigmoid function (e.g. softmax function $\sigma(z) = 1/(1 + \exp(-z))$, and $H(p, q) = -p \ln q - (1 - p) \ln(1 - q)$ is the cross-entropy.

Suppose the eigentasks $\bar{y}$ have been determined solving the generalized eigenvalue problem Eq. (7). We proceed by expressing the non-linear loss function Eq. (C47) in terms of $\bar{y}$. This can be done by expressing $\bar{X}$ in terms of $\bar{y}$, $\bar{X} = \Gamma \bar{y}$, with $\Gamma^{T} =
For any loss function of the form \( \{ \text{features} \} \), this is possible by virtue of \( \{ r^{(k)} \} \) being the eigenvectors of the problem Eq. (C34). All noisy measured features \( \{ \tilde{X}_k \} \) can now be expressed in terms of the orthogonal signal-basis \( \{ y^{(k)} \} \) and the noise-basis \( \{ \zeta^{(k)} \} \):

\[
\tilde{X}_k(u) = \sum_{k=0}^{K-1} \Gamma_{k,k}(y^{(k)}(u) + \zeta^{(k)}(u)).
\]

(C48)

Using a cumulant expansion for the non-linear loss function and recalling that \( \xi \) is the covariance of original sampling noise (see Eq. (4)),

\[
\mathcal{L} = \mathbb{E}_u[\sigma_{NL}(\tilde{X})] = \mathbb{E}_u[\sigma_{NL}(\tilde{y})] = \mathbb{E}_u[\sigma_{NL}(\sum_k \Gamma_{0,k}(y^{(k)} + \zeta^{(k)}), \cdots , \sum_k \Gamma_{K-1,k}(y^{(k)} + \zeta^{(k)}))]
\]

\[
= \mathbb{E}_u[\sigma_{NL}(\tilde{y})] + \sum_{k=0}^{K-1} \mathbb{E}_u[\frac{\partial \sigma_{NL}}{\partial y^{(k)}}] \mathbb{E}_u[\zeta^{(k)}] + \frac{1}{2} \sum_{k_1=0}^{K-1} \sum_{k_2=0}^{K-1} \mathbb{E}_u[\frac{\partial^2 \sigma_{NL}}{\partial y^{(k_1)} \partial y^{(k_2)}}] \mathbb{E}_u[\zeta^{(k_1)} \zeta^{(k_2)}] + O\left( \frac{1}{S^2} \right)
\]

(C49)

Here the third line still uses Hoeffding inequality by replacing all \( u \)-dependent random variables with their \( u \)-average expectations. We then make a further approximation of Eq. (C49) by replacing the \( \zeta^{(k_1)} \zeta^{(k_2)} \) with its \( u \)-average \( \mathbb{E}_u[\zeta^{(k_1)} \zeta^{(k_2)}] = \delta_{k_1 k_2} \beta_{k_1}^2 / S \):

\[
\mathcal{L} \approx \mathbb{E}_u[\sigma_{NL}(\tilde{y})] + \sum_{k=0}^{K-1} \beta_k^2 \mathbb{E}_u[\frac{\partial^2 \sigma_{NL}}{\partial y^{(k)}^2}] = \mathbb{E}_u[\sigma_{NL}(\tilde{y})] + \sum_{k} \frac{\beta_k^2}{S} \mathbb{E}_u[(\Gamma^T \nabla^2_{x} \sigma_{NL} \Gamma)_{kk}].
\]

(C50)

In typical scenarios, such as for instance the case of logistic regression, the loss function depends on the trainable parameters \( W_k \) through a linear combination \( W \cdot \tilde{X}(u) \). For such scenarios, it proves convenient to introduce \( \Omega \) such that \( \Omega = \Gamma^T W \)

\[
W \cdot \tilde{X}(u) = \sum_{k=0}^{K-1} \Omega_k \cdot (y^{(k)}(u) + \zeta^{(k)}(u)),
\]

(C51)

For any loss function of the form \( \sigma_{NL}(x) = g(W \cdot x) \), the second term of Eq. (C50) can then be expressed as \( \Gamma^T \nabla^2_{x} \sigma_{NL} \Gamma = g''(\Omega \cdot y) \Omega^T \Omega \). In the case of logistic regression \( \sigma_{NL}(x) = g(W \cdot x) = H(f, \sigma(W \cdot x)) \). The final loss function can be further simplified to

\[
\mathcal{L} \approx \mathbb{E}_u[H(f, \sigma(\Omega \cdot y))] + \left( \sum_{k=0}^{K-1} \frac{\beta_k^2}{S} \Omega_k^2 \right) \mathbb{E}_u[\sigma(\Omega \cdot y)(1 - \sigma(\Omega \cdot y))].
\]

(C52)

Here the first term is the \( S \)-infinity value of the loss function, \( \lim_{S \to \infty} \mathcal{L} = \mathbb{E}_u[H(f, \sigma(\Omega \cdot y))] \). For the softmax function, we have \( \sigma(\Omega \cdot y)(1 - \sigma(\Omega \cdot y)) \in [0, 1/4] \).

While the result Eq. (C52) is approximate, the form of the last term suggests the interpretation of \( \beta_k^2 / S \) as a natural regularization and using \( \beta_k^2 / S \) as a metric for truncation. This is what is done in the calculations behind the generation of plots in Fig. 5 and Fig. 6.

6. Proof that number of linearly independent features equals to rank of Gram matrix \( G \)

Recall that before we analytically find the eigenvectors of \( Q \), we first assume that the matrix \( G \) is invertible in a system with no particular symmetry. We need to show in general that the number of linearly independent features always equals to the rank...
of the Gram matrix $G$, no matter what symmetries the system is subject to. Let us consider any vector $c \in \mathbb{R}^K$, the quadratic form 
\[ \sum_{k_1, k_2=0}^{K-1} c_{k_1} c_{k_2} (G)_{k_1, k_2} = \int \left( \sum_{k_1=1}^{K} c_{k_1} x_{k_1}(u) \right) \left( \sum_{k_2=1}^{K} c_{k_2} x_{k_2}(u) \right) p(u) \, du = \left( \sum_{k=0}^{K-1} c_k x_k, \sum_{k=0}^{K-1} c_k x_k \right)_{p}. \tag{C53} \]
gives the norm of function $\sum_{k=0}^{K-1} c_k x_k(u)$ in RHS. The summation $\sum_{k_1, k_2=1}^{K} c_{k_1} c_{k_2} (G)_{k_1, k_2} = 0$ vanishes if and only if function $\sum_{k=0}^{K-1} c_k x_k(u)$ is a zero function, if and only $c$ is in the null space of $G$. We conclude that the rank Gram matrix $G$ is equal to the number of linearly independent features.

7. Simplifying the noise-to-signal matrix and its eigenproblem in quantum system

We have shown that the problem of obtaining the eigentasks for a generic quantum system, and deducing its resolvable expressive capacity under finite measurement resources, can be reduced simply to solving the eigenproblem of its NSR matrix $R$, Eq. (C33). Note that constructing $R = G^{-\frac{1}{2}} V G^{-\frac{1}{2}}$ requires computing the inverse of $G$. However, $G$ can have small (although always nonzero) eigenvalues, especially for larger systems, rendering it ill-conditioned and making the computation of $R$ numerically unstable. Fortunately, certain simplifications can be made to derive an equivalent eigenproblem that is much easier to solve. We begin by employing the probability representation (rather than e.g. the Pauli representation) of readout features which renders the second-order moment matrix $D$ diagonal. In particular,
\[ (D)_{k_1, k_2} = \begin{cases} \sum_{k=0}^{K-1} (G)_{k k_1}, & \text{if } k_1 = k_2 \\ 0, & \text{if } k_1 \neq k_2 \end{cases} \tag{C54} \]
Using $V = D - G$, we can rewrite the eigenproblem for $R$,
\[ R \left( G^\frac{1}{2} r^{(k)} \right) = \beta_k^2 G^\frac{1}{2} r^{(k)} \]
\[ \Longrightarrow G^{-\frac{1}{2}} (D - G) G^{-\frac{1}{2}} \left( G^\frac{1}{2} r^{(k)} \right) = \beta_k^2 G^\frac{1}{2} r^{(k)} \]
\[ \Longrightarrow G^{-1} D r^{(k)} = (1 + \beta_k^2) r^{(k)} \tag{C55} \]
Finally, considering the inverse of the matrix on the left hand side, we obtain the simplified eigenproblem for the matrix $D^{-1} G$,
\[ D^{-1} G r^{(k)} = (1 + \beta_k^2)^{-1} r^{(k)} \equiv \alpha_k r^{(k)}, \tag{C56} \]
which shares eigenvectors with $R$, and whose eigenvalues are a simple transformation of the NSR eigenvalues $\beta_k^2$. Importantly, constructing $D^{-1} G$ no longer requires calculating any powers of $G$, and when further choosing readout features in the probability representation, it relies only on the inversion of a simple diagonal matrix $D$.

Appendix D: Spectral analysis based on finite statistics in quantum systems

While Eq. (C56) is a numerically simpler eigenproblem to solve than Eq. (C33), it still requires the approximation of $G$ (recall that $D$ can be obtained from $G$) from readout features $\bar{X}(u)$ under finite sampling of the input ($N$) and finite shots ($S$). To be more precise, in experiment one only has access to measured features sampled at finite-$S$ $\bar{X}$ (indeed, this distinction is the underlying premise of this article). However, in Eq. (7) $G$ and $V$ are defined with respect to the ideal $x$. Let $G \equiv \mathbb{E}_u[\bar{X} \bar{X}^T]$ and $V \equiv \mathbb{E}_u[\text{diag}(\bar{X}) - \bar{X} \bar{X}^T]$. The objective of Appendix D 1 is showing that the eigen-analysis $\{\beta_k^2, r^{(k)}\}$ can be accurately substituted with
\[ \beta_k^2 = \frac{S \cdot \bar{\beta}_k^2}{(S - 1) - \bar{\beta}_k^2}, \tag{D1} \]
and $r^{(k)} = \bar{r}^{(k)}$ from solving generalized eigenvalue problem $\bar{V} \bar{r}^{(k)} = \bar{\beta}_k^2 \bar{G} \bar{r}^{(k)}$. In what follows, we show how an approximation $G_N$ of $G$ can be constructed from finitely-sampled readout features, as relevant for practical quantum devices. Secondly, we also describe an approach to obtain the eigentasks $g^{(k)}(u)$ and corresponding NSR eigenvalues $\beta_k^2$ that avoids explicit construction of the Gram matrix, and is thus numerically even more robust.
1. Approximating eigentasks and NSR eigenvalues under finite $S$ and $N$

For practical computations, readout features $\tilde{X}(u)$ from the quantum system for finite $S$ can be computed for a discrete set of $u^{(n)} \in [-1, 1]$ for $n = 1, \ldots, N$. Labelling the corresponding readout features $\tilde{X}(u^{(n)})$, we can define the regression matrix constructed from these readout features,

$$\tilde{F}_N \equiv (\tilde{X}(u^{(1)}), \tilde{X}(u^{(2)}), \ldots, \tilde{X}(u^{(N)}))^T = \begin{pmatrix} \tilde{X}_0(u^{(1)}) & \cdots & \tilde{X}_{K-1}(u^{(1)}) \\ \vdots & \ddots & \vdots \\ \tilde{X}_0(u^{(N)}) & \cdots & \tilde{X}_{K-1}(u^{(N)}) \end{pmatrix}. \quad (D2)$$

Here, $\tilde{F}_N \in \mathbb{R}^{N \times K}$, with subscript $N$ indicating its construction from a finite set of $N$ inputs, is a random matrix due to the stochasticity of readout features; in particular it can be written as:

$$\tilde{F}_N = F_N + \frac{1}{\sqrt{S}} Z(F_N) \quad (D3)$$

where $(F_N)_{nk} = \mathbb{E}[\tilde{X}_k(u^{(n)})] = \bar{x}_k(u^{(n)})$, and $Z$ is the centered multinomial stochastic process, so that $\mathbb{E}[\tilde{F}_N] = F_N$.

Using this regression matrix $\tilde{F}_N$, we can obtain an estimation of the Gram matrix and second order moment matrix, which we denote $\tilde{G}_N$ and $\tilde{D}_N$, and whose matrix elements are defined via

$$(\tilde{G}_N)_{k_1k_2} = \frac{1}{N} \sum_{n=1}^{N} \tilde{X}_{k_1}(u^{(n)})\tilde{X}_{k_2}(u^{(n)}) = \frac{1}{N} (\tilde{F}_N^T \tilde{F}_N)_{k_1k_2} \approx \int \tilde{X}_{k_1}(u)\tilde{X}_{k_2}(u)p(u)du, \quad (D4)$$

$$(\tilde{D}_N)_{k_1k_2} = \delta_{k_1k_2} \frac{1}{N} \sum_{n=1}^{N} \tilde{X}_{k_1}(u^{(n)}) \approx \delta_{k_1k_2} \int \tilde{X}_{k_1}(u)p(u)du. \quad (D5)$$

While the quantities $\tilde{G}_N$ and $\tilde{D}_N$ are computed from stochastic readout features, their stochastic contributions are suppressed in the large $N$ limit by the Hoeffding inequality for sums of bounded stochastic variables.

In what follows, our goal is to prove that by solving the eigenproblem $\tilde{D}_N^{-1}\tilde{G}_N\tilde{F}_N(k) = (1 + \tilde{\beta}_N^2)^{-1}\tilde{r}_N(k)$, the true eigen-NSR $\tilde{\beta}_N^2$ and eigentask coefficients $\tilde{r}(k)$ can be well approximated by $S\tilde{\beta}_N^2/(S - \tilde{\beta}_N^2 - 1)$ and $\tilde{r}_N(k)$, respectively. In particular, to achieve the goal stated above, the first step is still taking the $N \to \infty$ limit and defining the deterministic limit of $\tilde{G}_N$ and $\tilde{D}_N$, according to Eq. (C19), as

$$\tilde{G} \equiv \lim_{N \to \infty} \frac{1}{N} (\tilde{F}_N^T \tilde{F}_N) = G + \frac{1}{S} V = G + \frac{1}{S} (D - G), \quad (D6)$$

$$\tilde{D} \equiv \lim_{N \to \infty} \tilde{D}_N = D. \quad (D7)$$

In a generic physical system, the covariance matrix $V$ can be reconstructed by computing the empirical covariance of measured features and employing the well-known rule of Bessel’s correction, $\mathbb{E}[\frac{1}{N} \sum_n (X_k^{(s)}(u) - \bar{X}_k(u))(X_k^{(s)'}(u) - \bar{X}_{k'}(u))] = \frac{S-1}{S} \Sigma(u)$. In this way, $V$ can be approximated from the whole record of single-shot random-valued features $X(u) = \{X_k^{(s)}(u)\}_{k \in [K], s \in [S]}$.

$$\lim_{N \to \infty} \frac{1}{N(S-1)} \sum_{n=1}^{N} \sum_{s=1}^{S} (X_k^{(s)}(u^{(n)}) - \bar{X}_k(u^{(n)}))(X_k^{(s)'}(u^{(n)}) - \bar{X}_{k'}(u^{(n)})) = V_{kk'}. \quad (D8)$$

However, in the scenario of quantum sampling noise, the covariance matrix has a special structure. In particular, $\Sigma$ is not independent of the first order moments $x(u)$. This allows us to invert Eq. (D6) and Eq. (D7) to express the Gram matrix $G$ and second-order moment matrix $D$ in terms of the estimators $\tilde{G}$ and $\tilde{D}$ computed using a finite number of shots $S$, in a numerically cheap way without using full readout record of $X(u) = \{X_k^{(s)}(u)\}_{k \in [K], s \in [S]}$,

$$G = \frac{S}{S-1} \tilde{G} - \frac{1}{S-1} \tilde{D}, \quad (D9)$$

$$D = \tilde{D}. \quad (D10)$$
We see that to lowest order in $\frac{1}{S}$, $G \approx \tilde{G}$ and $D \approx \tilde{D}$, which is what one might expect naively. However, we clearly see that the estimation of $G$ can be improved by including a higher-order correction in $\frac{1}{S}$. This contribution arises due to the highly-correlated nature of noise and signal for quantum systems: we are able to estimate the noise matrix $\beta_{N,k}$ of Eq. (C56). Using the above relation, we can then establish $D^{-1}G = \frac{2}{S} I + \frac{1}{S} I$, and write Eq. (C56) in a form entirely in terms of $G$ and $\tilde{D}$,

$$D^{-1}Gr^{(k)} = (1 + \beta_{k}^2)^{-1}r^{(k)},$$

$$\Rightarrow \tilde{D}^{-1}\tilde{G}r^{(k)} = \left[ S - 1 \right] \left(1 + \beta_{k}^2\right)^{-1} \left[ \frac{1}{S} \right] r^{(k)}.$$  

Note that the final form is conveniently another eigenproblem, now for the finite-$S$ matrix $\tilde{D}^{-1}\tilde{G}$:

$$\tilde{D}^{-1}\tilde{G}r^{(k)} = (1 + \tilde{\beta}_{k}^2)^{-1}r^{(k)} \equiv \tilde{\alpha}_{k} \tilde{r}^{(k)},$$

whose eigenvalues and eigenvectors can be easily related to the desired eigenvalues $\beta_{k}^2$ and eigenvectors $r^{(k)}$ of Eq. (C56).

Following some algebra, we find:

$$\beta_{k}^2 = \frac{S}{(S - 1) - \beta_{k}^2} \cdot \tilde{\beta}_{k}^2 = \tilde{\beta}_{k}^2 + \sum_{j=1}^{\infty} \tilde{\beta}_{k}^2 \left(1 + \tilde{\beta}_{k}^2\right)^{j} \left(\frac{1}{S}\right)^{j},$$

$$r^{(k)} \approx \tilde{r}^{(k)}.$$  

From Eq. (D13), we see that to lowest order in $\frac{1}{S}$, $\beta_{k}^2 \approx \tilde{\beta}_{k}^2$. However, this expression also supplies corrections to higher orders in $\frac{1}{S}$, which are non-negligible even for $\beta_{k}^2 < S$, as we see in example of Fig. 8. In contrast, the estimated eigenvectors $\tilde{r}^{(k)}$ to any order in $\frac{1}{S}$ equal the desired eigenvectors $r^{(k)}$ without any corrections.

Of course, in practice we do not have access to the matrices $\tilde{G}$ and $\tilde{D}$, as these are only defined precisely in the limit where $N \to \infty$. However, for sufficiently large $N$, we can approximate these matrices to lowest order by their finite $N$ values, $G = \tilde{G}_{N} + O\left(\frac{1}{N}\right)$ and $D = \tilde{D}_{N} + O\left(\frac{1}{N}\right)$. Then, the eigenproblem in Eq. (D12) can be expressed in the final form,

$$\tilde{D}_{N}^{-1}\tilde{G}_{N}\tilde{r}^{(k)}_{N} = (1 + \beta_{N,k}^2)^{-1}\tilde{r}^{(k)}_{N} \equiv \tilde{\alpha}_{N,k}\tilde{r}^{(k)}_{N},$$

FIG. 8. Eigen-analysis in $L = 5$ H-ansatz system by taking $S = 10^2$ shots on each of $N = 10^3$ samples, with true eigen-noise-to-signal ratios $\beta_{k}^2$ (black), $S$-finite sampled $\beta_{N,k}^2$ (blue) and corrected NSR $(S, \beta_{N,k}^2) / ((S - 1) - \beta_{N,k}^2)$ (purple). $\beta_{k}^2$, the large $N$ limit of $\beta_{N,k}^2$ is also plotted in red for comparison. The data correction is necessary since all $\beta_{N,k}^2$ are below the $S = 10^2$, and the corrected data (in purple) show much better performance even if $\beta_{k}^2 \approx S$. The corrected data (in purple) has a cutoff at $k = 25$, because in this example all sampled $\beta_{N,k}^2$ with $k > 25$ are larger than $S - 1$, hence they are not correctable.
where the eigenvalues $\tilde{\beta}^2_{N,k}$, $\tilde{\alpha}_{N,k}$ and eigenvectors $\tilde{r}^{(k)}_N$ in the large $N$ limit must satisfy

$$\lim_{N \to \infty} \beta^2_{N,k} = \beta^2_{N,k}, \quad \lim_{N \to \infty} \tilde{\alpha}_{N,k} = \tilde{\alpha}_k, \quad \lim_{N \to \infty} \tilde{r}^{(k)}_N = \tilde{r}^{(k)} \equiv r^{(k)}. \quad (D16)$$

Here the invertibility of the empirically-computed matrix $\tilde{D}_N$ required for Eq. (D15) is numerically checked, based on which we can establish a better numerical method in Appendix D.2.

Eq. (D15) represents the eigenproblem whose eigenvalues $\tilde{\beta}^2_{N,k}$ and eigenvectors $\tilde{r}^{(k)}_N$ we actually calculate. For large enough $N$ and under finite $S$, we can use these as valid approximations to the eigenvalues and eigenvectors of Eq. (D12). This finally enables us to directly estimate the $N, S \to \infty$ quantities $\beta^2_k$ and $r^{(k)}$ using Eqs. (D13), (D14):

$$\beta^2_k \approx \frac{S \cdot \tilde{\beta}^2_{N,k}}{(S - 1) - \tilde{\beta}^2_{N,k}} = \frac{1 - \tilde{\alpha}_{N,k}}{\tilde{\alpha}_{N,k} - \frac{1}{S}},$$

$$r^{(k)} \approx \tilde{r}^{(k)}_N. \quad (D17)$$

It is clear that the approximation of $\beta^2_k$ to lowest order will be an underestimate, as the contribution of order $\frac{1}{S}$ is positive. In Fig. 9, we plot the estimated eigenvectors $\tilde{r}^{(k)}_N$ computed under finite statistics ($N = 300, S = 1000$, where these two numbers are relevant for IBM quantum processors) in H-encoding, together with the $N, S \to \infty$ eigenvectors $r^{(k)}$, and the estimated eigenvalues.

2. Gram matrix-free construction to approximate eigentasks and NSR eigenvalues

If we consider Eq. (D15) and multiply through by $\tilde{D}_N^{-\frac{1}{2}}$, the resulting equation can be written as an equivalent eigenproblem,

$$\frac{1}{N} \tilde{D}_N^{-\frac{1}{2}} \tilde{F}_N \tilde{F}_N \tilde{D}_N^{-\frac{1}{2}} \tilde{r}^{(k)}_N \tilde{D}_N^{-\frac{1}{2}} = \tilde{\alpha}_{N,k} \left( \tilde{D}_N^{-\frac{1}{2}} r^{(k)}_N \right). \quad (D19)$$
where we have also written $\tilde{G}_N = \frac{1}{\sqrt{N}} \tilde{F}_N^T \tilde{F}_N$ as in the previous section. Note that as written above, the eigenproblem is entirely equivalent to obtaining the singular value decomposition of the matrix $\frac{1}{\sqrt{N}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} = U \Sigma V^T$, where $U \in \mathbb{R}^{K \times K}$ and $V \in \mathbb{R}^{N \times N}$ are unitary matrix, and $\Sigma$ is a non-negative diagonal matrix with non-increasing diagonal entries:

$$\Sigma = \text{diag}(\alpha_{0,0}, \ldots, \alpha_{N,K-1}) \approx \text{diag}(\alpha_0, \ldots, \alpha_{K-1}).$$ (D20)

To obtain the combination coefficients $r^{(k)}$, let $t^{(k)} \in \mathbb{R}^K$ be the left singular vector of $\frac{1}{\sqrt{N}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}}$ (which is also the eigenvector of $\frac{1}{\sqrt{N}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} \tilde{F}_N^T \tilde{F}_N \tilde{D}^{-\frac{1}{2}}$ in the large $N$ limit). Then $r^{(k)} \approx \alpha_{N,k}^{-\frac{1}{2}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} t^{(k)} \in \mathbb{R}^K$, and

$$U = (t^{(0)}, \ldots, t^{(K-1)}) \approx \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} (\alpha_0^{-\frac{1}{2}} r^{(0)}, \ldots, \alpha_{K-1}^{-\frac{1}{2}} r^{(K-1)}).$$ (D21)

Here $\alpha_{N,k}^{-\frac{1}{2}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} t^{(k)}$ can be treated as the combination prefactor of $\tilde{M}_k$, to obtain the observable which correspond to the eigentasks. The merit of an SVD analysis of $\frac{1}{\sqrt{N}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} \tilde{F}_N$ is that we only need to work with a $K$-by-$N$ matrix of features $\tilde{F}_N$, which is numerically cheaper than further constructing a Gram matrix $\frac{1}{N} \tilde{F}_N^T \tilde{F}_N$. Therefore,

$$\Sigma V^T \approx \frac{1}{\sqrt{N}} \begin{pmatrix} \alpha_0^{-\frac{1}{2}} r^{(0)T} \\ \vdots \\ \alpha_{K-1}^{-\frac{1}{2}} r^{(K-1)T} \end{pmatrix} \tilde{F}_N^T.$$ (D22)

The entries of Eq. (D22) are

$$(\Sigma V^T)_{k,n} \approx \frac{1}{\sqrt{N}} \sum_{n=1}^{N} \alpha_k^{-\frac{1}{2}} r^{(k)} (\tilde{F}_N)_{n,k'} = \frac{1}{\sqrt{N}} \alpha_k^{-\frac{1}{2}} \sum_{n=1}^{N} r^{(k)} (\tilde{X}_k (u^{(n)}) \propto \tilde{g}^{(k)} (u^{n}).$$ (D23)

This means that for each data sample $u^{(n)}$, the value of the $k$th order eigentask $\tilde{g}^{(k)} (u^{n})$ is exactly the principal component coordinate of $\frac{1}{\sqrt{N}} \tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}} \tilde{F}_N$, up to a constant factor.

The appearance of the SVD above brings comparisons to a popular, powerful data-compressing tool: principal component analysis, or PCA, which is used to project a relatively high-dimensional data set into a smaller space, without losing much information. In standard PCA, the original data set is cast into a feature matrix $F \in \mathbb{R}^{N \times K}$, representing $N$ data samples and $K$ features. Let $\mu_k = \frac{1}{N} \sum_n F_{n,k}$ and $\sigma_k^2 = \frac{1}{N} \sum_n (F_{n,k} - \mu_k)^2$. Then the standard-scored (or the z-scored) matrix $F'$ is defined by

$$F'_{n,k} = \frac{F_{n,k} - \mu_k}{\sigma_k}.$$ (D24)

The SVD of $F' = U \Sigma V'$ gives the well-known principal component analysis. Each row of $\Sigma V' \in \mathbb{R}^{K \times N}$ is called a principal component of the standard score data set $F'$. To be more specific, for each data sample labeled by $n$, the coordinate of its $k$-th principal component is $(\Sigma V')_{k,n}$.

While classical PCA focuses on how to reconstruct a data set with minimal representative features, REC analysis focuses on minimizing the effect from quantum sampling noise. Since the aim of REC analysis is about the affect from quantum sampling noise, the normalization factor in REC is taking the reciprocal of $\sqrt{N} (\tilde{D}^{-\frac{1}{2}} N^{-\frac{1}{2}})_{kk} = (\sum_n \tilde{X}_k (u^{(n)}))^{1/2}$, which is quite different from usual PCA, where one uses the reciprocal of the standard deviation $\sigma_k$ of each feature over the whole data set samples for normalization, as is described by the form of Eq. (D24).

Appendix E: H-ansatz quantum systems: NSR spectra, resolvable expressive capacity, and eigentasks

In this section, we evaluate the REC for quantum systems described by the H-ansatz introduced in Appendix B, as an example of how REC can be efficiently computed for a variety of general quantum systems, and is not just restricted to parameterized quantum circuits. The results of the analysis are compiled in Fig. 10, and discussed below.

Fig. 10(a) presents the set of features $\{ \tilde{X}_k (u) \}$ for typical $L = 6$ qubit CS and PS at $S = 1000$ with randomly chosen parameters (refer to as encodings, see caption). The resultant noisy eigentasks $\{ \tilde{g}^{(k)} (u) \}$ and NSR spectra $\{ \bar{\beta}_k^2 \}$ extracted via
the eigenvalue analysis are shown in Figs. 10(b) and 10(c) respectively. In the side-by-side comparison in Fig. 10(b), we clearly see the \( J = 0 \) ansatz transitioning to a regime with more noise at much lower \( k \) than the \( J \neq 0 \) ansatz. This is reflected in Fig. 10(c), the \( \beta_2^R \) spectrum, having a much flatter slope for larger \( k \) (note the plot is semilog). Finally, Fig. 10(d) shows the REC of both systems as a function of \( S \). REC rapidly rises for small \( S \) for both systems, but the rise of the \( J = 0 \) system is steeper. After a certain threshold in \( S \), however, the CS grows more rapidly, approaching the upper bound \( 2^6 = 64 \) with \( S \sim 10^8 \); in contrast, the PS has a significantly lower \( C_T \).

Just like the case of parameterized quantum circuits considered in the main text, we also explore how the REC \( C_T \) changes with \( J \) for the H-ansatz, and compare it to the total correlation ETC \( \bar{T} \), as shown in Fig. 10(f). For \( J \to 0 \) we have a PS with \( \bar{T} = 0 \), whereas in the \( J \to \infty \) we also have \( \bar{T} = 0 \) because \( \hat{\rho}_0 = |0\rangle\langle 0| \otimes L \) is an eigenstate of the encoding \( (\hat{\rho}(u) = \hat{\rho}_0) \). This implies there must be a peak at some intermediate \( J \), which for both REC and ETC occurs when the coupling is proportional to the transverse field \( J \sim h_{\text{trans}}^x \). At finite \( S \), increased ETC is directly related to a higher REC.

Another interesting aspect is the clear trend seen in the maximization of REC around \( J \sim h_{\text{trans}}^x \) for various \( h_{\text{trans}}^x \), possibly hinting at the role of increased correlation around the MBL phase transition in random spin systems [54]. This trend is consistent with results in quantum metrology – in general, the SNR obtained from averaging \( L \) uncorrelated probes scales as \( 1/\sqrt{L} \). This scaling can become favorable in the presence of quantum correlation and other non-classical correlations, in which case the scaling of the SNR can show up as a quadratic improvement \( 1/L \) [53]. For even larger \( J \), we find that \( \hat{\rho}(u) \to \hat{\rho}_0 = |0\rangle\langle 0| \otimes L \), which clearly reduces \( \bar{T} \), but also \( C_T \) as the quantum system state becomes \( u \)-independent.

Appendix F: Analytic solution to the quantum 2-design resolvable expressive capacity

There are many system specific factors that can contribute to the scaling of resolvable expressive capacity, making it challenging to create a general model that describes all systems. However, we can analytically solve for the REC of a class of quantum models for a specific system: 2-design parametric quantum circuits \( \{ p(u) | \hat{u}, \hat{U}(\theta; u) \} \). We clarify that we are referring here to systems with specific parameters \( \theta \) which result in 2-designs with respect to the input distribution \( p(u) \); the ensemble average is taken with respect to inputs \( u \). Quantum literature [47] often refers to general ansätze which form 2-designs with respect to parameters \( \theta \) instead, which is not what we are considering here.

To be more specific, an ensemble \( \{ p(u) | \hat{u}, \hat{U}(\theta; u) \} \) is a 2-design if the following two quantum channels, defined on any
Then the resolvable expressive capacity of any 2-design system is given by

\[ C(\hat{\tau}) = \int \tilde{U}(\theta; u) \otimes \tilde{\tau}(\tilde{U}(\theta; u))^{\otimes 2} p(u) du = \int \tilde{U}^{\otimes 2}(\tilde{U})^{\otimes 2} d\mu_H(U). \]  

(F1)

where \( \mu_H \) is the uniform (Haar) measure. We can verify that all information in the Gram matrix is explicitly contained in the elements of \( C(\hat{\rho}_0 \otimes \hat{\rho}_0) \). To be more specific,

\[ \langle b_{k_1}, b_{k_2} | C(\hat{\rho}_0 \otimes \hat{\rho}_0) | b_{k_1}, b_{k_2} \rangle = \langle b_{k_1}, b_{k_2} | \left( \int |\tilde{U}(\theta; u) \otimes \tilde{\tau}(\tilde{U}(\theta; u))| b_0, b_0 \rangle (\tilde{U}(\theta; u))^{\dagger} \otimes \tilde{\tau}(\tilde{U}(\theta; u))^{\dagger} p(u) du \right) | b_{k_1}, b_{k_2} \rangle \]

\[ = \int \langle b_{k_1} | \tilde{U}(\theta; u) | b_0 \rangle^2 \cdot \langle b_{k_2} | \tilde{U}(\theta; u) | b_0 \rangle^2 p(u) du \]

\[ = \int x_{k_1}(u)x_{k_2}(u)p(u) du = (G)_{k_1,k_2}. \]  

(F2)

However, \( C(\hat{\rho}_0 \otimes \hat{\rho}_0) = \int U^{\otimes 2}(\hat{\rho}_0 \otimes \hat{\rho}_0)(U^{\dagger})^{\otimes 2} d\mu_H(U) \) implies that we can compute the Gram matrix by instead integrating over the Haar measure [56]:

\[ (G)_{k_1,k_2} = \int |U_{0,k_1}|^2 |U_{0,k_2}|^2 d\mu_H(U) = \begin{cases} \frac{2}{K(K+1)}, & \text{if } k_1 = k_2, \\ \frac{1}{K(K+1)}, & \text{if } k_1 \neq k_2. \end{cases} \]  

(F3)

Then the corresponding second-order moment matrix \( D \) is given by

\[ (D)_{kk} = \frac{2}{K(K+1)} + (K-1) \times \frac{1}{K(K+1)} = \frac{1}{K}. \]  

(F4)

It is self-consistent that the matrix \( D = \text{diag} \left( \frac{1}{K}, \frac{1}{K}, \ldots, \frac{1}{K} \right) \) obeys the normalization condition \( \text{Tr}(D) = K \times \frac{1}{K} = 1 \). Then we can solve the eigenvalues \( \{\alpha_k\}_{k \in [K]} \) of random walk matrix \( (D^{-1}G)_{k_1,k_2} = \frac{1}{K+1} (1 + \delta_{k_1,k_2}) \). It gives

\[ \alpha_k = \frac{1}{K+1}(1 + K\delta_{k0}). \]  

(F5)

Furthermore, we use \( \alpha_k = \frac{1}{1+\beta_k^2} \) or \( \beta_k^2 = \frac{1}{\alpha_k} - 1 \) to compute the eigen-NSR:

\[ (\beta_0^2, \beta_1^2, \beta_2^2, \ldots, \beta_{K-2}^2, \beta_{K-1}^2) = (0, K, K, \ldots, K, K). \]  

(F6)

Then the resolvable expressive capacity of any 2-design system is given by

\[ C_T = 1 + \frac{K-1}{1+\frac{1}{K}} = K \times \frac{1 + \frac{1}{S}}{1 + \frac{1}{S}} = 2^L \times \frac{S+1}{S+2^L}. \]  

(F7)

Appendix G: Quantum correlation metrics

There is no one standard metric to quantify correlation in a many-body state. The metric we would like to utilize here, the quantum total correlation, is a quantity inspired by the classical total correlation of \( L \) random variables \( (b_1, \ldots, b_L) \), that is \( \sum_{l=1}^{L} H(b_l) - H(b_1,\ldots, b_L) \). Using chain rule of Shannon entropy \( H(b_1, b_2, \ldots, b_L) = H(b_1) + H(b_2 | b_1) + \cdots + H(b_L | b_1, b_2, \ldots, b_{L-1}) \)

\[ \sum_{l=2}^{L} H(b_l) = \sum_{l=1}^{L} H(b_l) - \sum_{l=1}^{L} H(b_l | b_1, b_2, \ldots, b_{l-1}) = \sum_{l=1}^{L} I(b_1, \ldots, b_{l-1}; b_l) \in [0, L-1], \]  

(G1)

we can see that the classical total correlation tells us how a set of random variables reveals information about each other. Similarly, quantum total correlation can be defined as [50, 51]

\[ T(\hat{\rho}) = \sum_{l=1}^{L} S(\hat{\rho}_l) - S(\hat{\rho}) \]  

(G2)
where $S$ is von Neumann entropy and \( \hat{\rho}_l := \text{Tr}_{L\setminus\{l\}} \{ \hat{\rho} \} \) is the subsystem state at qubit $l$. Due to the subadditivity of von-Neumann entropy $\sum_{l=1}^L S(\hat{\rho}_l) \geq S(\hat{\rho})$, the quantum total correlation is non-negative, and is zero iff the state $\hat{\rho} = \bigotimes_{l=1}^L \hat{\rho}_l$ is a product state.

In this paper’s measurement scheme, the specific readout POVMs are the projectors onto the computational states $\{ \ket{b_k} \bra{b_k} \}_{k \in [K]}$. Thus, we are in particular interested in analyzing the post-measurement state $\hat{\rho}^M(u) = \sum_k \rho_{kk}(u) \ket{b_k} \bra{b_k}$ whose subsystems are correspondingly in states $\hat{\rho}^M_l(u) = \text{Tr}_{\{L\setminus\{l\}} \{ \hat{\rho}^M(u) \}$. We compute the average or expected quantum total correlation over the input domain $u$ with respect to the input probability distribution $p(u)$:

$$
\overline{\mathcal{T}}(\hat{\rho}^M) = \mathbb{E}_u \left[ \sum_{l=1}^L S(\hat{\rho}^M_l(u)) - S(\hat{\rho}^M(u)) \right] = \mathbb{E}_u \left[ \sum_{l=1}^L H(b_l(u)) - H(b_1(u), \cdots, b_L(u)) \right]
$$

(G3)

where the second equality comes from the diagonal nature of post-measurement state which reduces the quantum total correlation to a normal classical total correlation.

The post-measurement quantum total correlation always reaches its maximum $L-1$ when the diagonal terms of the state is a GHZ-type state. Also as a comparison, for a $W$-state $\ket{W} = \frac{1}{\sqrt{L}} (\ket{01 \cdots 0} + \ket{00 \cdots 1} + \cdots + \ket{0 \cdots 01})$, then post-measurement quantum total correlation $\mathcal{T}(\ket{W})$ is

$$
L \left( - \left( \frac{1}{L} \right) \log_2 \left( \frac{1}{L} \right) - \left( \frac{L-1}{L} \right) \log_2 \left( \frac{L-1}{L} \right) \right) - L \left( - \left( \frac{1}{L} \right) \log_2 \left( \frac{1}{L} \right) \right) = (L-1) \log_2 \left( \frac{L}{L-1} \right).
$$

(G4)

which is upper bounded by $\lim_{L \to \infty} \mathcal{T}(\ket{W}) = \frac{1}{\log_2 3} \approx 1.443$.

### Appendix H: REC and eigentasks for classical systems: a basic optical PNN example

In this appendix section, we present some additional details of the REC analysis of the optical setup considered in Sec. II B of the main text. Our focus here is (1) on the details of the sampling noise statistics, which are different when compared to quantum systems, and (2) the form of the REC eigenproblem for this special case.

#### 1. Sampling noise statistics for a classical optical system

For convenience, we recall the dynamics of the electric field of propagating radiation presented in Sec. II B. The electric field after the SLM can be written generally in the form [39]:

$$
E_0(u; \vec{d}) = A_0 \cos \left( \frac{\varphi_1(u; \vec{d})}{2} \right) \exp \left\{ i \left( \frac{\varphi_1(u; \vec{d}) + 2\varphi_2(u; \vec{d})}{2} \right) \right\}
$$

(H1)

where $\varphi_1(u; \vec{d})$ are input encoding functions, and $\vec{d}$ is the position vector describing the coordinates where the electric field is evaluated in the plane orthogonal to the propagation direction; in particular $\vec{d} = (q^1, q^2)$. The specific form of the encoding functions is given by:

$$
\varphi_1(u; \vec{d}) = B \left( \cos u \left[ A_1 \cos q^1 + A_2 \sin q^2 \right] + \sin u \left[ A_1 \sin q^1 + A_2 \cos q^2 \right] \right)
$$

(H2a)

$$
\varphi_2(u; \vec{d}) = B u (A_1 q^1 + A_2 q^2)
$$

(H2b)

where we set $B = 3.75$.

Following the input encoding, the light propagates through a lens and is measured in the lens’ focal plane. The electric field in the focal plane $E(u; \vec{d})$ can be shown to be related to the initial field $E_0(u; \vec{d})$ via a Fourier transform [40, 41]:

$$
E(u; \vec{d}) = \int \int d^2 \vec{d}' E_0(u; \vec{d}') \exp \left\{ \frac{i2\pi}{\lambda f} \left( \vec{d}, \vec{d}' \right) \right\}
$$

(H3)

where $\lambda = \frac{2\pi}{k}$ is the wavelength of the propagating field with wavevector $k$, and $f$ is the focal length of the lens being used.
Finally, we address the important question of measurement in the focal plane of the lens, and the associated measurement noise. We consider photodetection using a camera in the focal plane of the lens. Furthermore, we consider the camera plane as being comprised of a discrete set of \( K = P^2 \) photodetectors, arranged in an \( P \times P \) square spatial grid, such that the \( k \)th photodetector is identified with coordinates \( \vec{d}_k = (q_k^1, q_k^2) \). This spatial grid ultimately defines the coarse-graining level at which the propagating fields can be probed, and is set by the spatial resolution of the photodetection apparatus, as expected. Then, it is known [42] that the differential, stochastic photocurrent generated in a given photodetector in a single measurement, which we name for reference \( dI(\vec{d}_k, t) \), can be written as a Poisson point process,

\[
dI(\vec{d}_k, t) = dN(\vec{d}_k, t) \tag{H4}
\]

where \( dN(\vec{d}_k, t) \) describes the increment in photodetector counts in a time \( dt \). This stochastic increment has the specific statistical properties:

\[
\mathbb{E}[dN(\vec{d}_k, t)] = \eta P(\vec{d}_k) \, dt \tag{H5a}
\]

\[
\mathbb{E}[dN(\vec{d}_k, t)dN(\vec{d}_{k'}, t')] = \mathbb{E}[dN(\vec{d}_k, t)]\mathbb{E}[dN(\vec{d}_{k'}, t']), \quad \text{if } \vec{d}_k \neq \vec{d}_{k'} \tag{H5b}
\]

\[
\mathbb{E}[dN^2(\vec{d}_k, t)] = \eta P(\vec{d}_k) \, dt + (\eta P(\vec{d}_k) \, dt)^2 = \eta P(\vec{d}_k) \, dt + (\mathbb{E}[dN(\vec{d}_k, t)])^2 \tag{H5c}
\]

where expectation values are formally computed over the distribution of Poisson point processes \( dN(\vec{d}_k, t) \). Importantly, \( P(\vec{d}_k) \) is the power incident on the photodetector with spatial coordinate. Then, the expectation value of the increment in counts is directly proportional to the intensity of the incident radiation and a measurement efficiency factor \( \eta \). The second term indicates that counts on spatially distinct photodetectors and at distinct times are uncorrelated. Finally, the third line provides the second-order moment of photodetector increments. The second term here appears at \( O(dt^2) \), but is essential to retain as it is simply equal to the square of the expectation value of the increments, and therefore cancels out in the calculation of variances.

The single-shot measured features of this photonic learning scheme become the integrated photocurrent values over an integration time \( T_{\text{int}} \) (the input \( u \) is not written explicitly for notational simplicity):

\[
X_k^{(s)} \equiv I(\vec{d}_k) = \int_0^{T_{\text{int}}} dI(\vec{d}_k, t) \in \mathbb{N} \tag{H6}
\]

which are once again stochastic quantities, as they vary from one measurement to the next. This also allows us to easily right down the statistical properties of the integrated photocurrent using Eqs. (H5a)-(H5c):

\[
\mathbb{E}[I(\vec{d}_k)] = \eta P(\vec{d}_k) \, T_{\text{int}} \tag{H7a}
\]

\[
\mathbb{E}[I(\vec{d}_k)I(\vec{d}_{k'})] = \mathbb{E}[I(\vec{d}_k)]\mathbb{E}[I(\vec{d}_{k'})], \quad \text{if } \vec{d}_k \neq \vec{d}_{k'} \tag{H7b}
\]

\[
\mathbb{E}[I^2(\vec{d}_k)] = \eta P(\vec{d}_k) \, T_{\text{int}} + (\eta P(\vec{d}_k) \, T_{\text{int}})^2 = \eta P(\vec{d}_k) \, T_{\text{int}} + (\mathbb{E}[I(\vec{d}_k)])^2 \tag{H7c}
\]

The final expression then provides the variance of the integrated photocurrent for a given photodetector indexed by \( k \):

\[
\sigma_k^2(\vec{d}_k) = \mathbb{E}[I^2(\vec{d}_k)] - (\mathbb{E}[I(\vec{d}_k)])^2 = \eta P(\vec{d}_k) \, T_{\text{int}} \tag{H8}
\]

As an aside, we calculate the measured power signal-to-noise ratio of the integrated photocurrent, \( \text{SNR}_I \), which takes the form

\[
\text{SNR}_I = \frac{(\mathbb{E}[I(\vec{d}_k)])^2}{\sigma_k^2(\vec{d}_k)} = \eta P(\vec{d}_k) \, T_{\text{int}}, \tag{H9}
\]

and therefore grows with incident power \( P(\vec{d}_k) \) and integration time \( T_{\text{int}} \) (assuming an unsaturated photodetector).

We now make the connection between the measured photocurrents and the propagating fields reaching the photodetector, described by \( E(u; \vec{d}_k) \). More precisely, the power incident on the photodetector is simply set by the Poynting flux of the propagating fields, and can be related to the electric field intensity, \( P(\vec{d}_k) = \alpha |E(u; \vec{d}_k)|^2 \), where \( \alpha \) is as introduced in Sec. II B.

The complete input-output map defined above fits within our very general framework. To emphasize this, we now define the measured features \( \bar{X}_k(u) \) extracted from this classical machine analogously to the case of measured features extracted from quantum systems, namely Eq. (1). Precisely, we define \( \bar{X}_k(u) \) as averages over individual shots \( s \) of integrated photocurrents for each photodetector,

\[
\bar{X}_k(u) = \frac{1}{S} \sum_s X_k^{(s)}(u), \tag{H10}
\]
We have here restored the $u$-dependence of $X_k$, which arises via the encoded amplitudes and phases in the electric field $E(u; \vec{d}_k)$.

$\bar{X}_k(u)$ are therefore sums over i.i.d. random variables $X_k(u)$. Hence we can directly write for the mean and covariance of these measured features calculated from infinitely-many samples:

$$\mathbb{E}_X[\bar{X}_k(u)] = \eta \alpha |E(u; \vec{d}_k)|^2 T_{\text{int}}$$  \hspace{1cm} (H11a)

$$\text{Cov}_X[\bar{X}_j, \bar{X}_k](u) = \frac{1}{S} \delta_{jk} \eta \alpha |E(u; \vec{d}_k)|^2 T_{\text{int}}$$  \hspace{1cm} (H11b)

To connect with our prior notation, we further write:

$$\bar{X}_k(u) = x_k(u) + \frac{1}{\sqrt{S}} \zeta_k(u)$$  \hspace{1cm} (H12)

which is simply Eq. (3) of the main text. Note that for most classical machine learning schemes, $S = 1$; however, in our analysis we allow that the shot number $S$ can be any integer. Here $x_k(u)$ are deterministic quantities defined as:

$$x_k(u) \equiv \mathbb{E}_X[\bar{X}_k(u)] = \eta \alpha |E(u; \vec{d}_k)|^2 T_{\text{int}}$$  \hspace{1cm} (H13)

Then, it follows that the remaining term $\frac{1}{\sqrt{S}} \zeta_k(u)$ is a stochastic process with zero mean (as taking expectation values on both sides of Eq. (H12) will demonstrate) and whose second-order moment (equivalent to the variance as it has zero mean) encodes the variance of the Poisson point process in one shot of experiment,

$$\text{Cov}_X[\bar{X}_j, \bar{X}_k](u) = \frac{1}{S} \text{Cov}_X[\zeta_j, \zeta_k](u) = \frac{1}{S} \eta \alpha |E(u; \vec{d}_k)|^2 T_{\text{int}} = \frac{1}{S} \delta_{jk} x_k(u)$$  \hspace{1cm} (H14)

where we have used Eq. (H13). This finally yields

$$\text{Cov}_X[\zeta_j, \zeta_k](u) \equiv \Sigma_{jk}(u) = \delta_{jk} x_k(u)$$  \hspace{1cm} (H15)

as presented in Sec. II B.

2. REC analysis for a classical optical system

For the Poisson noise process of photodetection, the noise matrix $\mathbf{V}$ is different compared to the case of the multinomial noise process. Fortunately, for the specific case we have considered with spatially uncorrelated detectors, $\mathbf{V}$ is in fact simpler. We note that:

$$\mathbf{V}_{jk} = \int du p(u) \Sigma_{jk}(u) = \int du p(u) \delta_{jk} x_k(u)$$  \hspace{1cm} (H16)

Hence $\mathbf{V}$ is itself now diagonal. The eigenproblem in question, Eq. (7), can therefore be simplified to:

$$\mathbf{V} r^{(k)} = \beta_k^2 \mathbf{G}_r^{(k)} \implies \mathbf{V}^{-1} \mathbf{G}_r^{(k)} = \frac{1}{\beta_k^2} r^{(k)}$$  \hspace{1cm} (H17)

where we have computed the inverse of $\mathbf{V}$ since it is a diagonal matrix; we also assume none of its diagonal entries vanish. This is not a strong constraint, since these entries are simply equal to the measured features, which are the sum of intensities incident on the photodetector, and will typically be nonzero (assuming integrated photocurrents from any ‘dead’ photodetectors or pixels are excluded from the measured features).

Solving Eq. (H17) allows us to calculate the infinite-shot eigentasks and the $C_{Gr}$ as a function of $S$ for the photonic learning system. We can also construct the Gram and covariance matrices using finitely-sampled features $X_k(u)$ over the input domain, as would be done in a real experiment. One do not need to employ the general Eq. (D8) to estimate the eigentasks. In fact, there is simpler procedure which is similar to Eq. (D6) and Eq. (D7). The following two quantities computed from the $S$-finite statistics

$$(\bar{\mathbf{G}}_N)_{k_1k_2} \equiv \frac{1}{N} \sum_{n=1}^{N} \bar{X}_{k_1}(u^{(n)}) \bar{X}_{k_2}(u^{(n)}) = \frac{1}{N} (\bar{\mathbf{F}}_N^T \bar{\mathbf{F}}_N)_{k_1k_2} \approx \int \bar{X}_{k_2}(u) \bar{X}_{k_2}(u) p(u) du,$$  \hspace{1cm} (H18)

$$(\bar{\mathbf{V}}_N)_{k_1k_2} \equiv \delta_{k_1k_2} \frac{1}{N} \sum_{n=1}^{N} \bar{X}_{k_1}(u^{(n)}) \approx \delta_{k_1k_2} \int \bar{X}_{k_1}(u) p(u) du.$$  \hspace{1cm} (H19)
Similar to the scenario in Appendix D 1. We can show that by solving the eigenproblem 
\[ \tilde{V}_N^{-1}\tilde{G}_N\tilde{r}_N^{(k)} = \tilde{\alpha}_{N,k}\tilde{r}_N^{(k)}, \]
the true eige-NSR $\beta^2_k$ and eigentasks coefficients $r^{(k)}$ can be well approximated by $1/(\tilde{\alpha}_{N,k} - 1/S)$ and $\tilde{r}_N^{(k)}$, respectively. The derivation still starts from taking their limits for $N \to \infty$:

\[ \tilde{G} = \lim_{N \to \infty} \tilde{G}_N = G + \frac{1}{S}V, \quad (H20) \]
\[ \tilde{V} = \lim_{N \to \infty} \tilde{V}_N = V. \quad (H21) \]

Therefore, $\tilde{G}$ and $\tilde{V}$ will provide an eigen-problem:

\[ \tilde{V}^{-1}\tilde{G}_{(k)} = \tilde{\alpha}_k r^{(k)} \quad (H22) \]

where $\tilde{\alpha}_k = \frac{1}{\beta^2_k} + \frac{1}{S}$, or equivalently $\beta^2_k = \frac{1}{\tilde{\alpha}_k - 1/S}$. It means that by numerically solving $\tilde{V}_N^{-1}\tilde{G}_N\tilde{r}_N^{(k)} = \tilde{\alpha}_{N,k}\tilde{r}_N^{(k)}$, one can get

\[ \beta^2_k \approx \frac{1}{\tilde{\alpha}_{N,k} - 1/S}, \quad (H23) \]
\[ r^{(k)} \approx \tilde{r}_N^{(k)}. \quad (H24) \]

which finishes the proof of the desired statement.