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Abstract
Wepresent a theoretical study of synchronisation dynamics of incoherently pumped exciton–
polariton condensates in coupled polariton traps. Our analysis is based on a coupled-mode theory for
the generalisedGross–Pitaevskii equation, which employs an expansion in non-Hermitian, pump-
dependentmodes appropriate for the pumped geometry.We find that polariton–polariton and
reservoir-polariton interactions play competing roles and lead to qualitatively different synchronised
phases of the coupled polaritonmodes as pumping power is increased. Crucially, these interactions
can also act against each other to hinder synchronisation.Wemap out a phase diagram and discuss the
general characteristics of these phases using a generalised Adler equation.

Synchronisation is a ubiquitous phenomenon in dynamical oscillating systems [1] that has recently seen
renewed interest across diverse setups, from electro/opto-mechanical oscillators [2–5], to lasers [6–8], trapped
atoms [9–11], andmany-oscillator arrays [12–14]. Recently quantum effects have also been explored [15–19]. In
this work, we focus on themanifestation of synchronisation in incoherently pumped exciton–polariton systems,
where this phenomenon appears as the naturalmechanism to explain [20] the formation of spatially extended
condensates across disorder-generated localised photonic traps, prevalent in early experiments [21]. It was later
pointed out [22] that synchronisation can also take place between extendedmodes that overlap.While such
effects are present in photon lasers as well [23–25], what distinguishes polariton condensates are strong
nonlinear interactions[26, 27]. Onemay then askwhether these interactions can give rise to qualitatively
different synchronisation physics in polariton condensates. Our present work aims to answer this question.

Fundamentally, we study the synchronisation of two coupled ‘oscillators’; however, the unique platformof
exciton–polariton condensates under incoherent pumpingmodifies this picture significantly. In these systems,
an uncondensed fraction of polaritons (the ‘reservoir’) is deposited by the pump, typically at high energies;
interactions amongst themgive rise to stimulated scattering towards lower energy states, which can lead to
condensation at a threshold pump strength P1

L. The condensatemode above this threshold power appears with a
self-organised frequency and associated spatial pattern. Typically, above a second threshold P2

L a secondmode
condenses with generally a different oscillation frequency [28, 29].While this threshold physics is similar to the
photon laser, exciton–polaritons distinguish themselves with strong, pump-dependent nonlinear interactions,
which come in two varieties. Quasi-particles belonging to the condensate interact, giving rise to purely energetic
effects. On the other hand, the deposited reservoir polaritons provide both a repulsive potential and the source of
gain that allows condensation in the first place. Crucially, these interactions strongly depend on quasi-particle
density, and hence pumppower, leading to an effective pump-dependent coupling between the oscillators that is
different fromHuygens’ original clock oscillatormodel of synchronisation [30, 31]. The interactionsmediate
frequencymodulation, whichwefind plays a crucial role in eventually locking the two oscillators to a single
frequency at the synchronisation threshold. In fact, over the same pumping range, synchronisation is no longer
observed if interactions are turned off. Strong interactions thus enable the synchronisation threshold to be
reached even for far detunedmodes at low powers; this is different from the laser, where relatively weaker
interactions fail to lower the threshold for synchronisation below that of other instabilities (e.g. a thirdmode
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turning on), except under carefully constructed situations thatmaximisemodal coupling andminimise
detuning [32].

This simple emergence of frequency synchronisation beyond a threshold power is not the full story,
however; the different nature and origin of the two distinct nonlinear interactions, a feature quite unique to
polariton condensates, reveals even richer dynamics.When one interaction is dominant relative to the other,
synchronisation is indeed aided by frequencymodulationmediated by that interaction. Crucially, the properties
of the emergent synchronised state depend strongly on the nature of this dominant interaction. However, we
find thatwhen these strong interactions have comparable strengths—in a quantifiable way that we derive—the
situation changes completely: the interactions play competing roles that actually prevent a synchronised state
frombeing reached.

To efficiently capture the nonlinear, pump-dependent interactions and reservoir dynamics present in this
system,we employ a temporal coupledmode theory (TCMT) of condensate dynamics introduced in our recent
work [33]. This approach is built upon the standard description of polariton condensation via the generalised
Gross–Pitaevskii equation (gGPE), but provides amore economical framework for both numerical and
analytical studies. In particular, themodal theory enables us to develop an analyticalmodel for the role of
interactions based on amultivariable generalised Adler equation, and to numerically study the long-time limit of
dynamics for a wide parameter regime.Our key result is a phase diagramwhichmaps out the presence of distinct
synchronised phases when either of the two interactions is dominant, and a desynchronized phase when both
interactions are actively competing.

The rest of this paper is organised as follows: in section 1, we briefly review the non-Hermitian coupled-
mode theory that is the foundation for the analysis to follow. In section 2, we introduce themodel system for our
study of synchronisation: two coupled, detuned polariton traps under uniform incoherent pumping. The
coupled-mode theory is specialised to this case, and an amplitude-phase-intensity basis is introduced to express
themodal equationsmore efficiently. A generalised Adler equation for the phase dynamics is analysed in
section 3, which provides intuitive insight into the role played by interactions in the existence of a synchronised
phase. Finally, in section 4, the emergence of stable synchronised fixed points as a function of pumppower is
investigated, and a phase diagram ismapped out. Analytical results are compared bothwith full numerical
simulations of the TCMT, aswell as select simulations of the gGPE using a split-step integrator; excellent
agreement is found amongst the variousmethods.

1. Review of non-Hermitian coupledmode theory

1.1. GeneralisedGross–Pitaevskii equation (gGPE)
The dynamics of exciton–polariton condensation under incoherent pumping has been very effectively described
via a gGPE. This takes the formof a complex dynamical equation for the order parameter Y( )tr, , coupled to a
rate equation for the incoherent reservoir population nR deposited by the pump (we set  = 1) [34]:
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Here, ( )r is an arbitrary confining potential; for our study of synchronisation, ( )r describes two tunnel-
coupled and detuned polariton traps. Suchmodels are relevant to condensation in disordered semiconductor
microcavities, as well as recently realised coupledmicropillar systems [35, 36]. The pumpdepositing the exciton
reservoir has strength P and spatial profile ( )f r .We consider condensation under uniform incoherent pumping;
the confining and pumping geometries are depicted infigure 1(a).

Scattering from the exciton reservoir provides gain (rateR) leading to the formation of a coherent
condensate when polariton losses gc are overcome. The reservoir relaxation rate gR encapsulates all loss
processes other than scattering into the condensate.Most important for the purpose of this work are the two
distinct types of interparticle interactions present: between polaritons within the condensate (strength g), and
between reservoir excitons and condensate polaritons (strength gR).Within themean-field description
employed here, interactions provide repulsive potentials that lead to polaritons experiencing pump-dependent
frequency blueshifts. Note that reservoir-mediated gain and blueshift arise from separate physical processes
(scattering and repulsive interactions respectively), and are thus characterised by generally different parameters
R and gR. Finally, an additional diffusion term for reservoir excitonsmay be included in equation (1b); however,
this term is often neglected, owing to themuch heaviermass of reservoir excitons relative to that of condensate
polaritons.We justify this approximation in appendixG.

Unfortunately, the set of coupled nonlinear partial differential equations described by equations (1a) are
numerically expensive to solve and provide limited analytic insight except in some special cases [37]. However,
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from this starting point we are able to arrive at amodal description that provesmuchmore efficient. This
approach, originally developed in [33], projects equations (1a) and (1b) onto a spatial basis consisting of pump-
dependent non-Hermitianmodes, whichwe introduce next. The result of this projection is a set of ordinary
differential equations for time-dependent basis expansion coefficients; these equations, expressed in
equations (7a) and (7b), comprise our temporal coupled-mode theory (TCMT).

1.2. Non-Hermitian pumpmodes
Todefine the spatial basis for the TCMT,we begin by considering a linearised version of the gGPE, in the absence
of polariton–polariton interactions and pumpdepletion.We drop nonlinear termsµ Y∣ ∣2, and replace the
reservoir density by its undepleted value, g= ( )n Pf r ;R R then equations (1a) and (1b) reduce to the single
linearised dynamical equation:

 
g
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Equation (2) provides an exact description of the physical situation before and justupto the formation of a
condensate, but is clearly not equivalent to the full gGPE beyond the condensation threshold, where Y ¹∣ ∣ 02 .
For our purposes, however, equation (2) is used to define the linear non-Hermitian generator ( )PL , which
incorporates the trapping potential ( )r and the pump-induced potential. Then, the pumppower P is arbitrarily
tunable, and serves to parametrise the pumpdependence of this linear generator. The computationalmodes
j{ }n we employ for ourmodal theory are then eigenmodes of this generator, defined as:

 j n j=( ) ( ) ( ) ( ) ( )P P P Pr r; ; . 3n n nL

Since ( )PL is non-Hermitian, its eigenmodes are not orthogonal relative to the standard inner product.
However, it can be shown that by introducing a set of dualmodes j{ ¯ }n which satisfy the dual non-Hermitian
eigenproblem * * j n j=( ) ¯ ( ) ¯P Pn n nL , a complete basismay be obtained, satisfying the biorthogonality relation
[38, 39]:

*

ò j j d=¯ ( ) ( ) ( )P Pr r rd ; ; , 4n m nm

where  is theminimal region beyondwhich the pumphas vanishing strength. It is easy to see that *j j=¯n n, so
that equation (4) reduces to a self-orthogonality relation:


ò j j d=( ) ( ) ( )P Pr r rd ; ; . 5n m nm

The linear dynamics described by equation (2) are encoded in the pump-dependent, complex eigenvalues
n w g= +( ) ( ) ( )P P Pin n n of each eigenmode. The real part w ( )Pn represents themodal frequency, determined
by the confining potential ( )r and the blueshift due to reservoir excitons (µ gR). On the other hand, the
imaginary parts g ( )Pn of the eigenvalues characterise non-Hermitian pumping and dissipation: they describe
the net gain experienced by the nthmode at a given pump power. For low enough pumppowers, allmodal
eigenvalues have negative imaginary parts, indicative of a below-threshold regime—allmodes experience net
loss. As the pumppower increases, themodal eigenvaluesflow in the complex plane as the gain from the pump
increases. For a specific pump strength =P Pn

L, whichwe refer to as the linear threshold power, the nth
eigenmode acquires a vanishing imaginary part; for >P Pn

L, thismode experiences gain (see figure 1(c)). A
threshold pumppower can be associatedwith eachmode; it is determined by how effective the specificmode is
at utilising gain from the pump [33], in the presence of the confining and pump-induced potential.Modes that
are spatially configured to utilise the pumpmore efficiently have lower threshold pump values.

Figure 1. (a)Trapping potential ( )r and pumpprofile ( )f r for the study of synchronisation. (b)Density profile of the two non-
Hermitian pumpmodes used as the basis for the two-modeTCMT. (c)Evolution of the associated complex-valued eigenvalues n ( )Pn

with pumppower in the complex ν plane.
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Due to their explicit pumpdependence and associated threshold physics, we refer to the non-Hermitian
eigenmodes of the linear generator as pumpmodes from this point on. Furthermore, the linear threshold power
value Pn

L associatedwith each pumpmode j{ }n hints at a natural ordering principle for these non-Hermitian
modes. This allows us to a define a suitable truncation scheme for an expansion in a basis of these pumpmodes,
whichwe discuss next.

1.3. Coupled-mode equations
Having defined our computational basis, we are now equipped to tackle the full nonlinear problemposed by
equations (1a) and (1b).We proceed to expand the condensate order parameter Y( )tr, in the set of pump-
dependent non-Hermitian pumpmodes with time-dependent coefficients:

å jY =
=

( ) ( ) ( ) ( )t a t Pr r, ; , 6
n

N

n n
1

where the summay extend over an arbitrary numberN of pumpmodes. The choice ofmodes to include in this
expansionmay seemunclear. Note that a truncation scheme that retains only pumpmodes with the lowest
frequencies would not be appropriate in all cases: the non-Hermitian dynamics can lead to condensation in a
mode that is not the lowest frequencymode for a given pumping potential. Instead, a truncation based on the
linear threshold powers of the pumpmodes ismore appropriate.We choose a basis of sizeN to comprise of the
modeswith theN lowest linear threshold power values. In this way, themodes that best optimise gain from the
pump are retained in the basis expansion [33].

With the expansion placed onfirm footing, wemay nowproject the fully nonlinear equations (1a) and (1b)
onto this basis, and integrate out the spatial dependence using relation (5).We leave the details of this procedure
for appendix A; the resulting dynamical equations corresponding to equations (1a) and (1b) respectively are
given by:
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In the above, we have introduced dynamical variables describing the evolving reservoir density, referred to as the
reservoirmatrix elementsNnm(t). These are given by:


ò j
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and describe the change in reservoir density relative to its unsaturated value. Lastly, we define the spatial overlap
matrix elements:

* *
 
ò òj j j j j j j j= = ( ) ( )A B fr r rd , d . 9nmkq n m k q nmkq n m k q

Equations (7a) and (7b) constitute the TCMTwith nonlinear interactions and pumpdepletion. In equation (7a),
we clearly see the eigenvalues n w g= +( ) ( ) ( )P P Pin n n controlling linear dynamics. All remaining terms
incorporate the nonlinear effects neglected in the linear theory; the termµ g describes polariton–polariton
interactions, with themode overlap integralsAnmkq describing self-interaction and cross-mode interaction
contributions. Thefinal termwith reservoirmatrix elementsNnm describes the effect of reservoir depletion; note
that these reservoirmatrix elements are themselves dynamically determined by equation (7b).

The TCMTprovides an efficient spectral description of the nonlinear, non-Hermitian dynamics of polariton
condensation, for arbitrary pumping and trapping potentials. In [33], TCMT simulationswere comparedwith
direct split-step integration of the gGPE, and the results found to agree very favourably in a variety of settings. In
the next section, we employ this TCMT for an analytical and numerical study of synchronisation in coupled
polariton traps.

2. Condensation in coupled polariton traps

2.1. System andparameters
For the study of synchronisation, we consider a confining potential ( )r that describes two coupled polariton
traps, and a uniform incoherent pump across both traps (seefigure 1(a)). Generally, there is a (low) pumping
rangewherein it is accurate to truncate the TCMT to only the twomost preferred pumpmodes, namely the
modeswith lowest linear threshold powers.We consider specifically a detuned trap regime here, where these two
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modes are predominantly confined to the left or right trap; hencewe denote themodes byjl andjr respectively,
as shown infigure 1(b).We emphasise again that thesemodes are not simply eigenmodes of the individual traps;
rather they account for tunnelling between the traps, the unsaturated pump, and dissipation through cavity loss.
Under pumpingwith awide, homogeneous pump spot, it is the static trapping potential that predominantly
determines themodesj j, ;l r the non-Hermitian pump-induced potential does notmodify themodes directly
in this case, but our analysis does notmake any explicit simplifications using this fact. However the non-
Hermitian potential does control the evolution ofmodal eigenvalues with pumppower: the homogeneous
pump spot ensures this evolution is similar for both eigenvalues (see figure 1(c)). Furthermore, bothmodes have
an approximately equal linear threshold power P ;L this is evident in how the eigenvalues cross the real line
concurrently as pump power is increased. In the absence of pump-induced repulsion, themodal frequencies are
wl0 and wr0, determined by the trapping potential alone; we choose w w>l r0 0, and define the bare pumpmode
detuning w w wD º - ;l r0 0 for the potential landscape ( )r chosen here, wD = 0.12 meV0 , a typical value
consistent withmodal detunings in a variety of polariton trapping structures [21, 36]. For concreteness, we set

m m g= = =-R m0.1 m meV, 0.59 m meV, 1 meVc
2 1 2 , and g = 10 meVR .

Note that we have chosen to operate in the regime of fast reservoir relaxation, g gR c , which is relevant for
condensation in disordered semiconductor quantumwells.More importantly, in the opposite case where
g gR c , wefind a tendency towards stronglymultimode behaviour, in agreementwith recent numerical studies
in this non-adiabatic regime [33, 40, 41]. The complicated dynamics can in fact be captured quite effectively by
the TCMT, providedwe includemore than twomodes in our basis (see appendix F). Therefore, to study
dynamics within a two-mode approximation, we restrict ourselves to the fast reservoir relaxation regime.

2.2. Amplitude-phase-intensity basis
The condensate wavefunction in the two-mode TCMT is given by equation (6) for =n l r, , with the time-
dependence entirely included in themode coefficients { ( )}a tn . For the study of synchronisation, it proves useful
to access the amplitude and phase dynamics directly; to this endwewrite the coefficients in a phasor
representation, = =f-( ) ¯ ( ) ( )a t a t n l re , ,n n

ti n , and then cast equations (7a)and (7b) in terms of the dynamical
variables f r{ }z, , :

f f f r= - =
-
+

= +
¯ ¯
¯ ¯

¯ ¯ ( )z
a a

a a
a a, , , 10l r

l r

l r
l r

2 2

2 2
2 2

wheref is the relative phase, z the normalisedmodal intensity imbalance, and ρ the total intensity. Note that
both f p pÎ -[ ], , and Î -[ ]z 1, 1 are bounded variables, while ρ generally increasesmonotonically with the
pumppowerP; these observations prove very useful in our analysis later. Furthermore, in the regime of fast
reservoir relaxation the reservoirmatrix elementsNnm can be solved for in terms of the coefficients { }an , so that
the f r{ }z, , variables are sufficient for a full description of the reservoir-condensate system.

A large body of earlier work on synchronisation [42] concerns itself withweakly coupledHermitian systems:
the total intensity ρ is a conserved quantity and oscillator amplitudes are deemed to be approximately stationary
so that »ż 0, thereby allowing a phase-only description of the dynamics. In the desynchronized regime, the
modes typically evolve at two distinct frequencies, namely the blueshifted trap frequencies, butmodified by
nonlinear interactions. The phases f ( )tl r, then exhibit drift-like evolution. On the other hand, in the
synchronised regime the twomodes begin oscillating at the sameunique frequency W0.When this occurs, both
phases f ( )tl r, exhibit a linear drift in timewith the same drift constant (given by the synchronized frequency):
W t0 , plus (in general) a constant offset. Crucially, then, it follows that the relative phase f f f= -l r becomes

stationary in time, f =˙ 0. This stationary relative phase serves an analytic signature of frequency
synchronisation in such phase-only systems.

For the non-Hermitian, pump-dependent systemunder consideration here, wefind it crucial to keep track
of z and ρdynamics in addition to the relative phase evolution. Oscillations in z and ρ are pump-dependent and
may be large (see appendix C), so that the aforementioned approximations are not always valid.More
importantly, while the relative phasemay become stationarymomentarily (f =˙ 0), wefind that this state can
only persist if r= =˙ ˙z 0 concurrently, and if the state is stable tofluctuations in any of these dynamical
quantities. The requirement of such stable fixed points in f r{ }z, , space is then the analytic signature of
synchronisation; comparisons between analytic and numerical results in section 4.2 confirm that themodal
frequency detuning does in fact vanish at such fixed points.

Although the present system is not described by a phase-onlymodel, the phase dynamics still remain quite
informative: since f =˙ 0 is still a necessary (though not sufficient) condition for synchronisation to occur, it can
place strong constraints on the synchronised phase, whichwewill explore next.
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3.GeneralisedAdler equation

One of the earliestmodels of synchronisation involves the standard single-variable Adler equation [43]:

f f= W -˙ ( ) ( )F sin . 11

TheAdler equation describes the dynamics of the relative phasef, of two coupled oscillators for example, in the
presence of a detuning termΩ that causesf to drift linearly in time, and a coupling term f( )F sin that
encourages its pinning to a constant value. Clearly, the synchronised f =˙ 0 solution is possible only if
- < W <F F , namelywhen the detuning term is small enough compared to the coupling. Thismodel very
successfully describes a broad range of synchronisation and phase locking dynamics, from injection locking of
oscillators to an external drive [44, 45], to the synchronisation of coupled oscillators within a phase-only
picture [46].

In the present case, a somewhatmore complicated equation for the relative phasefmay also be obtained by
transforming equations (7a) and (7b) to f r{ }z, , space as defined in equation (10); we refer to it as the
generalised Adler equation:

f r r f= W -˙ ( ) ( ) ( )z F z, , . 12

In analogywith the standardAdler equation, we refer to thef-independent term rW( )z, as the detuning term
(generally not just the same as the bare pumpmode detuning wD 0), and r f( )F z, as the coupling term, which is
periodic inf. The ρ dependence of both terms reflects the pump-dependent nature of the nonlinearmodal
interaction.Note thatΩ in equation (11) represents the bare frequency detuning of the uncoupled oscillators,
and not the actual emergent detuning in the presence of coupling. Similarly, the detuning term rW( )z, is not the
emergent detuning between the two coupled polaritonmodes; the latter is determined via simulation of the
modal equations (see section 4.2).

The condition for f =˙ 0 imposed by the generalised Adler equation becomes:

r f r r f< W <f f{ ( )} ( ) { ( )} ( )F z z F zmin , , max , , 13

where f f{ }fmax min are themaximum/minimumvalues respectively taken by f r( )f z, , asf varies in
p p-[ ], , for a given r( )z, . Equation (13) implies that synchronisation is again possible only when the detuning

is small enough compared to the coupling term; now, however, these terms are no longer constants like in
equation (11), but are rather configuration dependent. To understand the implications of this constraint, we
study the detuning and coupling terms separately, beginningwith the former.

3.1. Nonlinear detuningmodification
The detuning term rW( )z, includes the baremodal frequency difference and itsmodification due to nonlinear
interactions. Here, wewill see that this detuning termprovides intuitive insight into the effect of nonlinear
interactions on synchronisation dynamics. The full expression for the detuning term is given by equation (B.5)
in appendix B; in themain text, we find itmore instructive to present the form rW( )z, takes for specific regimes.
In the absence of any repulsive interactions, =g g, 0R , the detuning term is a constant equal to the bare pump
mode detuning,

wW = D = =[ ] ( )g g 0 14R0

independent of the pumppower. The situation becomesmore interesting once either type of repulsive
interaction is active. If only interactions of polaritonswithin the condensate are considered—wedefine this as
the g-mediated regime (gR=0)—the detuning termbecomes:

w wW = + + - + + =( ¯ ¯ ) ( ¯ ¯ ) [ ] ( )gA a gA a gA a gA a g2 2 0 . 15l llll l llrr r r rrrr r rrll l R0
2 2

0
2 2

Wehavemomentarily reverted to amplitude variables ān since each term is intuitively clearest here. Thefirst
bracketed term represents the blueshift of the the left trapmode due to repulsion frompolaritons occupying that
mode (µ ¯A allll l

2), and frompolaritons occupying the right trapmode (µ ¯A allrr r
2); the latter arises since themodes

have nonzero spatial overlap. The second bracketed term is the corresponding blueshift of the right trapmode.
Here »  0.1A

A

A

A
llrr

llll

rrll

rrrr
, so that the ‘direct’ blueshift ismore important, and causes themodewith higher

occupation to bemore strongly blueshifted due to g. A reduction in the detuning term—which aids
synchronisation, as per equation (13)—thus requires the low frequencymode (r) to experience a stronger
blueshift, which is possible when thismode has higher occupation ( >¯ ¯a ar l

2 2), namely <z 0, as depicted in
figure 2(a).

In the gR-mediated regimewhere only interactions between reservoir excitons and condensate polaritons are
active (g= 0), we have instead:
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The exciton repulsionµgR now linearly blueshifts themode frequencies, lending them theP dependence shown
infigure 1(c); the homogeneous pump spot ensures an equal blueshift that leaves the pumpmode detuning
unchanged, w w w- = D( ) ( )P Pl r 0. However, condensate formation depletes the exciton reservoir, since the
latter serves as the source of gain. In particular, the higher the occupation of amode, themore depleted is the
exciton reservoir it sees. This reservoir depletion reduces the reservoir-mediated blueshift experienced by each
mode; in the detuning term, this reduction is captured by theNnn elements, whichmeasure the reservoir
depletion seen bymode n, and are explicitly negative (see equation (8)). To reduce the detuning term in this case,
the low frequencymode (r) again needs to bemore strongly blueshifted; however, due to the different blueshift
mechanism, the lower frequencymode (r)must nowhave a lower occupation ( <¯ ¯a ar l

2 2), namely >z 0, since it
then sees a less depleted exciton reservoir and can experience a stronger blueshift. This is exactly the opposite to
the g-mediated case (seefigure 2(a)). Hence, we see a configuration-dependence to the reduction of the detuning
term in the generalised Adler equation, with the g- and gR-mediated regimes preferring opposite configurations.

Finally, note the additional prefactor of g g = 0.1c R relative to the g-mediated case, whichweakens the gR
mediated blueshift. This can be explained as follows: for larger values of gR, the pump threshold for
condensation increases. The stronger pumping allows for a stronger scatteringµ Y∣ ∣R 2 from the reservoir to the
condensate before reservoir depletion becomes important, which in turnmeans a higher condensate occupation
is possible (forfixed polariton loss rate gc). The saturated reservoir density, however, is unchanged, since the
stronger scattering uses up the additional pumppower. Therefore, reservoir-dependent terms are reduced by a
factor of g gc R relative to terms that depend on the condensate density alone.

3.2. Pump-dependent coupling
Moving on to the coupling term r f( )F z, , our choice of variables immediately indicates its growthwith pump
power via the explicit scaling by ρ; the precise dependence is clarified later.More explicitly, one finds:

f f
g
g

f=
-

-
⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥( ) ( ) ( ) ( )F z

z
gF z g N F z,

1

1
, , , 17g R rl

c

R
g

2 R

a nonlinear function of zwithmulti-harmonicf-dependence. Note that the coupling termmay also be divided
into a g-mediated termµFg and a gR-mediated termµF ;gR

the latter is againweaker in this regime by the factor
g gc R. The explicit forms of these functionsmay be found in appendix B.Most importantly, wefind the coupling

Figure 2. (a) Schematic variation of detuning termΩwith z in the g-mediated regime (middle) and gRmediated regime (bottom). In
the g-mediated regime, the frequency blueshift comes frompolaritons within the condensate. Hence the effectivemodal detuning
termΩ is loweredwhen the low frequencymode has higher occupation ( <z 0) and experiences a stronger blueshift. In the
gR-mediated regime, the blueshift is nowdue to reservoir excitons, andΩ is instead reducedwhen the low frequencymode has lower
occupation ( >z 0) and sees a less depleted exciton reservoir. Right panel: evolution of detuning (solid blue/red) and coupling terms
(dashed black), scaled by wD 0, with ρ in the (b) g-mediated regime (gR=0), and (c) the gR-mediated regime (g = 0). Synchronisation
is possible only in the shaded regions. These regions prefer <z 0 in the g-mediated regime and >z 0 in the gR-mediated regime, and
growwith ρ.
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term is approximately unchanged under z→−z, which is very different from the behaviour of the
detuning term.

Both detuning and coupling terms combine to determine the possibility of a synchronised phase via
equation (13). This is best explored graphically; wefirst consider the g-mediated regime, where gR=0. In
figure 2(b), we plot r ff f{ ( )}F zmax min , (dashed black) and rW( )z, (solid blue) forfixed ρ, over the entire
range of Î -[ ]z 1, 1 . The value of ρ is proportional to the pumppower: the left panel is for r = 10, while the
right panel shows r = 40, corresponding to an increased pumppower. Equation (13) for f =˙ 0 is satisfied in
the shaded regions; here the detuning term lies within the range of the coupling term as determined by the
dashed curves. Hence, in the unshaded regions, synchronisation is impossible; clearly, the <z 0 region is
preferred for synchronisation here, a result stemming from the reduced value ofΩ for this configuration.With
increasing pumppower, the shaded region area grows, as the increasing coupling strength and detuning
modificationmake synchronisation easier. The analogous plot in the gR-mediated regime (g= 0) is shown in
figure 2(c), for r = 10 and r = 30. Here, the situation is effectively reversed: the differentmechanism for
frequencymodificationmeans that the detuning term (solid red) is reduced for >z 0 instead, whereas the
coupling term (dashed black) ismostly unchanged. As a result, synchronisation is preferred here for the >z 0
configuration.

4. Stability analysis and phase diagram

4.1. Stabilitymaps
The intuitive description of the previous section places constraints on the f =˙ 0 state, but does not guarantee
synchronisation; a complete analysis requires studying the full systemof equations given by:

f w r f= = D - f˙ ( ) ( )G z a0 , , 180

g g r f= = - - +˙ ( )( ) ( ) ( )z z G z b0 1 , , 18l r z
2

r r g g g g r f= = + + - - r˙ [( ) ( ) ( )] ( )z G z c0 , . 18l r l r

Herewe have rewritten equation (12) to isolate the bare pumpmode detuning, wD 0. f rG z, , are functions of
systemparameters and the variables f( )z, only. The explicit forms of these functions are provided in
appendix B; wewillfind that the expressions above can already yield useful insight.While equations (18a)–(18c)
cannot be analytically solved for thefixed points, progress can bemade if bothmodal gains are taken to be equal,
g g»( ) ( )P Pl r . Recall that the g ( )Pn are pre-determined by solving the non-Hermitian problem for the pump
modes; we find themodal gains are indeed numerically equal in the present case. Note that this is also themost
interesting scenario, since neithermode is preferred over the other by the pump.

We consider fixing all systemparameters other than the pumppower. The ṙ equation can then be solved to
obtain the parametric dependence (onf and z) of thefixed points of ρ,

r
g g

f
=

+

r

( ) ( )
( )

( )P P

G z,
. 19l r

FP

The dominant power dependence here comes from the evolution of g ( )Pn , which is shown infigure 1(c).
The function fr ( )G z, in the denominator is independent ofP, and hence for a given f( )z, pair, the steady state
value of ρ evolves linearlywith pump power. Inwhat follows, it is then justified to use ρ as a surrogate variable for
the pumppowerP. The ż equation also simplifies to r f= =˙ ( )z G z0 ,z . This implies that the values of f( )z,
for which ż vanishes are unchangedwith increasing ρ, and hence pumppower.

In addition to the existence offixed points in f r{ }z, , space, a persistent synchronised phase demands that
suchfixed points be dynamically stable.Wefind that a standard stability analysis of equations (18a)–(18c) based
on the eigenvaluesλ of the associated Jacobianmatrix J also benefits from the simplified ρ dependence. At the
fixed points, we have:

f r r

r r
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-¶ -¶ -
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- ¶ - ¶ -

f f f
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2

Thematrix element w rµD 0
2 yields terms in the characteristic equation that are suppressed by r1 relative to

remaining contributions at the same order. For large enough ρ, this termmay be dropped; then, the resulting
Jacobianmatrix has a characteristic equation c f l r =( )z, , 0, with a crucial implication: the ρdependence of
the characteristic equation serves only to scale its roots, the eigenvalues of J. This result is explicitly derived in
appendixD.Hence, the sign of any eigenvalue does not change as ρ, and therefore pumppower, is changed.
While this conclusion holds only approximately, and that too at the fixed points of equations (18a)–(18c) at any
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pumppower, wefind that in practice the signs of eigenvalues of J are quite robust to changes in ρ, for values of ρ
close to rFP at that pumppower. Thus, for anyfixed set of systemparameters, stable regionswhere all eigenvalues
of J have negative real parts, and unstable regionswhere at least one eigenvalue has positive real part, are
approximately unchangedwith pump power. Becausef–z space is bounded in p p- ´ -[ ] [ ], 1, 1 , the
emergence andmovement offixed points with increasing pumppower can be tracked onfinite,fixed stability
maps of stable and unstable regions to characterise the global behaviour of the system (even though the entire
space is not explored for any given initial condition).

An example of a stabilitymap is shown for the gR-mediated regime infigure 3(a), with plain regions being
stable and shaded regions unstable, and the =ż 0 contours shown in solid red; all of these features are
unchangedwith pumppower. Only the f =˙ 0 contours (dashed blue) changewithP; note that such a contour
only exists at points where condition(13) is satisfied.Hencewe can now see how the generalised Adler equation
plays a defining role in the emergence of a synchronised phase with increasing pump power. In the gR-mediated
regime, it is clear from figure 2(c) that the f =˙ 0 contours prefer the >z 0 region. The trajectories offixed
points with P are shown in the lower panel offigure 3(a). Thefixed point in the >z 0 regionflowswith
increasingP and enters the stable region; as this crossing occurs, a synchronised phase of the systembecomes
stable. Note that in the <z 0 region, the =ż 0 contour exists in a stable region; however, a stable fixed point
cannot emerge until the f =˙ 0 contour spreads in this region, which is clearly restricted based on our analysis of
the generalised Adler equation (see figure 2(c)). In contrast, figure 3(c) shows a stabilitymap in the g-mediated
regime.Here, the f =˙ 0 contours prefer instead the <z 0 region, again clear from figure 2(b). As such, thefixed
point thatflows from anunstable to a stable region nowhas <z 0.

Most interestingly, an intermediate regime exists where the two interactions compete; the different scaling of
detuning and coupling terms discussed earlier implies that for this regime, g g~ ( )g gR c R . A typical stabilitymap

here is shown infigure 3(b). For the same range of pump strengths asfigures 3(a) and (c), the f =˙ 0 contours
barelymove; this is due simply to the competing effects of g- and gR-mediated frequencymodification. As a
result, while there are stable regionswhere =ż 0 contours also exist, these are not accessible to the almost static
f =˙ 0 contours. Hence, no stablefixed point emerges and a desynchronized phase persists (supplementary
animation showing themovement of f =˙ 0 contours infigure 3 can be found online).

Figure 3.Top row: stable (plain) and unstable (shaded) regions, with =ż 0 contours (solid red) and f =˙ 0 contours (dashed blue),
for (a) gR-mediated synchronisation, (c) g-mediated synchronisation, and (b) desynchronized regime due to g–gR competition.
Corresponding interaction strengths are indicated above each plot. Arrows in (a), (c) indicatemovement direction of f =˙ 0 contours;
the depicted contours were plotted for =P P1.15 L (supplementary animation is available online at stacks.iop.org/NJP/19/105008/
mmedia). Bottom row: corresponding evolution offixed points on stabilitymaps as pumppower is increased, Î [ ]P P1, 1.15 L. Red
crossmarksfinal position of a fixed point.
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4.2. Phase diagram
The predictions of the previous sectionsmanifest strikingly in a phase diagramobtained via full numerical
integration of the TCMT.We simulate the dynamicalmode coefficients an(t) to long times until a steady state is
reached, and then compute themodal detuningΔ from the Fourier transformofmode coefficients, { }an . This
procedure is repeated for varying pump strengthsP and increasing values of the polariton–polariton interaction
strength g, starting from g=0; importantly, the reservoir-polariton interaction strength is kept fixed at

m=g 0.2 m meVR
2 . A plot of the computed detuningΔ inP–g space constitutes the phase diagram shown in

figure 4. In the yellow shaded regions, a desynchronized solution persists (D ¹ 0). Outside this region, the
modal detuning vanishes and the twomodes synchronise. Clearly, three distinct dynamical regimes can be
identified, whichwewill nowdescribe. For weak enough values of g g ( )g gR c R , a synchronised state emerges
beyond a threshold pumppower. In this region, the typical pumpdependence of the Fourier spectra { }an of
mode coefficients is shown infigure 4(a). The curves projected below the spectra depict the evolution of the
mode frequencies as a function of pumppower. Clearly, themodes experience a frequency blueshift due to
interactions as the pump is increased (dotted lines indicate constant frequency). This continues until the
threshold power is reached, beyondwhich a single frequency synchronised state emerges (indicated in solid
black). In the synchronised case, f r= = =˙ ˙ ˙z 0 in the steady state; we thus superimpose the steady state
population imbalance in this synchronised regime onfigure 4. Forweak g, the polariton configuration appears
with >z 0 (shaded red), inwhat we label as the regime of gR-mediated synchronisation.

With stronger g g~ ( )g gR c R , the predicted competition between the two types of frequencymodulation
effects does in fact arise, and the synchronised state disappears. Typical frequency spectra { }an in this regime,
shown infigure 4(b), still indicate a frequency blueshift due to interactions, but themodes remain detuned. In
this interacting regime, dynamics are reminiscent of ac Josephson oscillations between the coupled condensates
(see section 4.3). For values of g that are stronger still, a synchronised phase emerges oncemore, but nowwith

<z 0 (shaded blue). In this g-mediated regimewhere interactions are strongest, the frequency blueshift ismost
pronounced, as is clear from the Fourier spectra infigure 4(c). Again, the blueshiftedmodes lock to a single
frequency beyond a synchronisation power threshold.

Figure 4.Phase diagram inP–g space for m=g 0.2 m meVR
2 , showing a gR-mediated synchronised regimewith >z 0 (shaded red)

and a g-mediated regimewith <z 0 (shaded blue), separated by a desynchronized regime (shaded yellow). Also shown is the
evolutionwith pumppower of typical frequency spectra { }an in (a) the gR-mediated regime, (b) the desynchronized regime, and (c)
the g-mediated regime. Projections below the spectra track the evolutionwith pump power of the largest frequency peak of each
mode.
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The threshold for synchronisation in both the gR-mediated and g-mediated regimes is predicted verywell by
our analysis offixed points with f r= = =˙ ˙ ˙z 0 moving on afixed stabilitymap. The stabilitymap is computed
atfixed =P P1.15 L, making use of our previous result that stable and unstable regions are approximately
unchangedwith pumppower. The phase boundary computed via this analysis is shown in dashed purple in
figure 4. The slight discrepancy near the phase boundarymay be explained as follows: for pump powers above
the dashed purple line, the synchronised solution becomes stable; however, in a narrow range of pumppowers,
the initial condition determines whether the system settles into the synchronised phase or remains
desynchronized.We note that this bistability of synchronised and desynchronized solutions is similar to results
found in another two-mode configuration by Borgh et al [47].

Interestingly, for the pump range studied here, a synchronised state does not emerge if both interactions are
turned off. For this case where = =g g 0R , the Fourier spectra ofmode coefficients as a function of pump
power are shown infigure 4(d). Themodes experience no blueshift, as expected, and themodal detuning is
unchangedwith pumppower. Therefore, while the presence of either a dominant polariton–polariton
interaction or reservoir-polariton interaction is necessary for synchronisation, the competition of both
interactions actually hinders synchronisation.

Finally, onemay note that the value of gR used infigure 4 is strong relative to g; this is chosen tomake clear
the role played by reservoir-polariton interactions in synchronisation. Phase diagrams for weaker gR values are
included in appendix E,figure E1. The gR-mediated synchronisation region generally shrinks and can even
disappear forweaker values of the reservoir-polariton interaction strength.However, the key element—the
competing nature of the interactions—still remains: if for gR=0 and afixed nonzero g, a g-mediated
synchronized state emerges at a given pump strength, then nonzero gR pushes up this pump strength, and for
strong enough gRmay even lead to gR-mediated synchronisation.

4.3. Comparisonswith SSI
Since the TCMT is derived directly from the gGPE, awell-defined comparison between TCMT simulations of
the previous section and a symplectic split-step integration (SSI) of the gGPE (see equations (1a) and (1b)) can be
made. In the one-dimensional geometry under consideration, we find that the two-mode TCMT is between one
to two orders ofmagnitude faster than the SSI at a given pumppower, for an equivalent spatial resolution and
final integration time. The efficiency is primarily due to the TCMT’s avoidance of spatial integration at every
time step via amodal expansion. This fact also saves the TCMT’s computation times from anunfavourable
scalingwith spatial dimension. SSI computation times, on the other hand, scale exponentially with dimension d,
as ( )N Nlogg

d
g for a spatial gridwith (uniform) densityNg [48], which should render the TCMTevenmore

favourable in higher dimensions (not considered here).
Thus, instead of computing the full phase diagramusing the SSI, we provide select comparisons of TCMT

and SSI results; in particular this is done for distinct points along the horizontal dashedwhite line in figure 4,
which stretches across the three distinct dynamical regimes. In the synchronised regimes, at positions labelled (a)
and (c) on the phase diagram, the condensate density is stationary in the steady state asmentioned earlier.We
thus compare Y∣ ∣2, shown infigures 5(a) and (c) respectively; TCMT results are in solid black, and SSI results in
dashed red.Note that the synchronised configurations in (a) and (c) are distinct from self-trapped states in
coupled condensates [35]. This is particularly clear in thef–z plane: while frequency synchronisation leads to a
constant relative phase (and population imbalance) as discussed earlier, the self-trapped regime has a relative
phase that drifts linearly in time, and population imbalance that is weakly oscillating [49].

In the desynchronized regime, themode amplitudes containmultiple frequencies unlike the synchronised
case (see figure 4(b)). The condensate density is then no longer stationary in time.Here a plot of the polariton

Figure 5. (a), (c) Steady state condensate density Y∣ ∣2 (solid black) at correspondingly labelled positions in the two synchronised
regions of the phase diagram infigure 4, together with the SSI results (dashed red). (b)Oscillating polariton number in each trap in the
correspondingly labelled desynchronized region of the phase diagram, computed using the TCMTand SSI.
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occupations in each trap, infigure 5(b), indicates ac Josephson-like oscillations between the detuned traps, with
a running phase [20, 35, 47, 50, 51]. TheTCMTand SSI exhibit excellent agreement in all three cases, which
helps validate the preceding results of the two-mode TCMT.

Lastly, the dynamics of the reservoir across the synchronised and desynchronized regimesmay also be
computed using bothmethods; these results are included in appendix E for completeness, and are also found to
agreewell.

5. Conclusions and outlook

In this paper we have investigated the synchronisation of two detuned, coupled polaritonmodes as a function of
pumppower, with a particular focus on the role played by the different nonlinear interactions unique to pumped
polaritonic systems. Our analysis is based on a TCMT that allows both analytical insight and efficient numerical
simulations.Wefind that the polariton configuration in the emergent synchronised phase is strongly dependent
on the relative influence of polariton–polariton and reservoir-polariton interactions.Most interestingly, the two
types of interactions can have competing effects that prevent the emergence of a synchronised phase altogether.
This conclusion is verified against direct simulation of the generalisedGross–Pitaevksii equation and very good
agreement is found.

A natural extension of this work is to larger coupled systems, such as polariton lattices [52]. In particular, in
recently realised flat band condensation [36], polariton states are highly localised due to disorder, while still
possessing afinite frequency dispersion. The original experiment was concernedwith threshold physics under
weak pumping, and thus the polariton–polariton nonlinearity played a negligible role. However under stronger
pumping, the relative strengths of reservoir-polariton and polariton–polariton interactions could be crucial in
determiningwhether or not a spatially extended, synchronised (single-frequency) condensate could be formed,
andwhat spatial configuration such a condensatemay take. For studies inmodern polariton lattice structures,
thework here can be extended to regimeswhere g g ;R c the regimes directly studied in this paper should still be
relevant in disorder-generated polariton trap geometries [21, 34].More generally, our results uncover an
additional role of reservoir-mediated interactions in condensate dynamics, adding to other effects studied
recently including the dynamical reservoir regime,multimode dynamics, and instabilities [33, 40, 41].
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AppendixA. Additional details of TCMTderivation

Toproject equations (1a) and (1b) onto the non-Hermitian TCMTbasis, it is useful tofirst rewrite equation (1a)
under a displacement transformation of the reservoir density:

g
= +( ) ( ) ( ) ( )n t n t

P
fr r r, , . A.1R R

R

Here,  ( )n tr,R is the nonlinear, time-dependent part of the reservoir density that describes the depletion of the
linear part. Under this transformation, and using the definition of ( )PL in equation (2), the gGPE can be
rewritten as:

 g¶ Y = + + Y Y[ ( ) ( ) ∣ ∣ ] ( )P s n t gri , . A.2t R RL
2

This equation can then simply be projected onto the basismodes j{ }n using the expansion in equation (6) and
the orthogonality relation (5). The resultingmodal equations for the coefficients an(t) then become
equation (7a) of themain text.

The dynamical equation for the full reservoir density nR, equation (1b), requires somemorework. In
particular, we employ the continuity equation for this non-Hermitian system,which has the form:

g + ¶ Y = Y - Y
 

· ∣ ∣ ∣ ∣ ∣ ∣ ( )j Rn , A.3t R c
2 2 2
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where

j is the polariton current,

*= YY -
 

( ) ( )j
m

i

2
c.c. . A.4

The left-hand side of (A.3) is familiar from the continuity equation for closed systems, while the right-hand side
describesmodifications due to the non-Hermitian nature of this driven-dissipative system. These include gain
from the reservoirµ R, and losses gµ c. Here, we employ the continuity equation to rewrite the reservoir-
condensate coupling term in equation (1b) in terms of condensate-only terms. The rewritten reservoir dynamics
equation following this substitution and the displacement transformation of equation (A.1) takes the form:

g g¶ = - - ¶ Y - Y - 
 

  ∣ ∣ ∣ ∣ · ( )n n j . A.5t R R R t c
2 2

The above equation is now in a convenient form to be projected onto the non-Hermitian basis. Again employing
the basis expansion in equation (6), thenmultiplying through byj jn m and integrating over  , we arrive at
equation (7b) for the dynamical reservoirmatrix elements.

Appendix B. Full equations for dynamical variables

Wenowpresent the full forms of the dynamical equations for variables f r{ }z, , , obtained from equations (7a)
and (7b) via the transformation defined in themain text, equation (10). Inwhat follows, the overlapmatrix
elements A B,nmkq nmkq are as defined in equation (9), while the reservoirmatrix elements are scaled to extract out

the explicit dependence on r r g
g

N N, nm nm
c

R

.

We beginwith the equation for the relative phasef,

f w r f= D - f˙ ( ) ( )G z, . B.10

The bare detuning w w wD = -( ) ( )P Pl r0 , as presented in themain text. The function ff ( )G z, can bewritten
as:

f
g
g

f f= - +f f f

⎡
⎣⎢
⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥( ) ( ) ( ) ( )G z N z gK z,

1

2
, , . B.2c

R

Here, ff ( )N z, contains the reservoirmatrix elements:

f f f= - -
-

+f( ) ( ) ( ) ( )N z g N N
z

N R zg, 2
1

1
2 sin 4 cos . B.3R ll rr rl R2

The function ff ( )K z, describes polariton–polariton repulsion terms:

f
f

f

=
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To comparewith the formof the generalised Adler equation of section 3, the full expression for the detuning
term rW( )z, contains simply thef-independent terms from equation (B.1):

r w r
g
g

r

W = D + -

+ + - - - -

⎛
⎝⎜

⎞
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1 2 1 2 . B.5

R
c

R
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0

Note thatNnn(z) is thef-independent part of the reservoirmatrix elementNnn. These parts will bemade clear in
due course. The coupling termof equation (17) contains all thef-dependent terms from equation (B.1):

f f f
g
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Here, f( )N z,rl is thef-dependent part of thematrix elementNrl. The functions Fg and FgR
are defined as:
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Next, wemove on to the dynamical equation for themodal intensity imbalance, z, defined in themain text
as:

g g r f= - - -˙ ( )( ) ( ) ( )z z G z1 , . B.8l r z
2

Here, the function f( )G z,z has the form:

f
g
g

f f= - +
⎡
⎣⎢
⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥( ) ( ) ) ( )G z N z gK z,

1

2
, , . B.9z

c

R
z z

As before, f( )N z,z contains the reservoirmatrix elements:

f f f= - - - - -( ) ( ) ( ) ( ) ( )N z z R N N z N Rz g, 1 1 2 cos 4 sin B.10z ll rr rl R
2 2

while the function f( )K z,z describes polariton–polariton repulsion terms:

f f

f
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Lastly, wemove on to the dynamical equation for ṙ:

r r g g g g r f= + + - - r˙ [( ) ( ) ( )] ( )z G z, . B.12l r l r

Now, fr ( )G z, is:

f
g
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where

f f= + + - + -r ( ) [( ) ( ) ] ( )N z R z N z N z N, 1 1 2 1 cos B.14ll rr rl
2

and

f f

f
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r
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2
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In all of the above, note that the reservoirmatrix elementsNnm themselves are dynamical quantities that can be
expressed in terms of the variables f( )z, . In the regimewhere g gR c , which is the case we consider in the
main text, the reservoir dynamics can be adiabatically eliminated. This behaviour is inherited by the scaled
reservoirmatrix elements, which are then also bound to the condensate evolution such that the equations for
f r{ ˙ ˙ ˙}z, , are sufficient to determine condensate dynamics.Wewrite the reservoirmatrix elementsNnm in terms
of af-dependent part f( )N z,nm and af-independent partNnm(z), such that:

f= +( ) ( ) ( )N N z N z, . B.16nm nm nm

Then, for the diagonal reservoirmatrix elements, wefind:
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and:

g
g g

g
g g

f
g

w w f

g g g f

=
+

- +
-

-

=
-

- - +

+ + + - +

⎡
⎣⎢

⎤
⎦⎥( ) ( ) ( )

( ) [ ( )( )

[( )( ) ( )] ] ( )

N z
z

A B P
z

A B P

N z
z

A A

A A P B B

1

2
2

1

2
2 ,

,
1

2
sin

cos . B.18

ll
c

llll l llll c
c

llrr r llrr c

ll
c

l r llrl lllr

l r llrl lllr c llrl lllr

fr fr

2

fr

Finally, the ‘off-diagonal’ or ‘coupling’ reservoirmatrix element =N Nrl lr can be similarly expressed by
defining:
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In all the above expressions, we have defined =P P Pfr 0, where g g=P Rc R0 . Note that this ‘off-diagonal’matrix
element is proportional to themodal coupling at lowest order, while the ‘diagonal’matrix elements do in fact
contain a contribution that is independent of themodal coupling.

AppendixC. Phase space systemdynamics

In this sectionwe briefly discuss systemdynamics for condensates in the coupled-trap geometry, as observed in
thef–z plane, in both the desynchronized and synchronised regimes.We start with initial conditions
corresponding to very small initialmodal occupations. The transient dynamics therefore involve a growing
condensate density due to pumping, before a steady state is eventually reached. In the desynchronized regime,
steady state curves are traced out inf–z space, with examples shown infigureC1(a) in a typical case. Clearly, the
large variation in z over a period indicates the complicated amplitude dynamics can not be assumed to be
approximately static. Furthermore, with increasing pumppower, larger amplitude oscillations for z are
observed.

In the regimewhere a synchronised phase is possible, a stablefixed point exists as determined by the stability
analysis described in themain text. Here, the systemdynamically flows towards this fixed point inf–z space. In
the long time limit, the system localises at this fixed point; this is shown for a typical case infigureC1(b).We
show results here by unwrapping the phasef, for clarity. The exact details of theflow at afixed pumppower
depend on initial conditions, as expected.

AppendixD. Jacobianmatrix and stability

In this sectionwe show that the Jacobianmatrix corresponding to the systemof equations for f r{ ˙ ˙ ˙}z, , (see
equations (18a)–(18c)) takes on a particularly simple form in the regime of consideration. The equations are
reproduced below, with the approximation g g»( ) ( )P Pl r :

f w r f= = D - f˙ ( ) ( )G z a0 , , D.10

r f= =˙ ( ) ( )z G z b0 , , D.1z

r r g g f r= = + - r˙ [( ) ( ) ] ( )G z c0 , . D.1l r

The associated Jacobianmatrix for arbitrary f r( )z, , is given by:

f r

r r
r r

r r g g r
=

- ¶ - ¶ -
¶ ¶

- ¶ - ¶ + -

f f f f

f

f r r r

⎛

⎝
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⎞

⎠
⎟⎟⎟( )

( )
( )z

G G G

G G G

G G G

J , ,

2

. D.2

z

z z z z

z l r
2 2

FigureC1. (a) Systemdynamics in thef–zplane in the desynchronized regime.Horizontal dashed line indicates z=0. Arrows
indicate the direction offlowwith time; the plotted curve is repeatedly traced in the steady state. Note the large variation in z over a
period of the steady state oscillations. (b) Systemdynamics in the synchronised regime, indicating approach to the stable fixed point.
Phase is unravelled to show its evolutionmore clearly.
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At anyfixed point of the entire systemof equations (D.1a)–(D.1c), the following constraints hold:

w
r

g g
r
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D

= =
+

+ =f r r⟹ ( ) ( )G G G G, 0 , . D.3z
l r

l r
0

With these constraints, the Jacobianmatrix simplifies to equation (20) of themain text,
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If we neglect the term w r-D 0
2, as justified in themain text, the characteristic equation c = 0 for this Jacobian

matrix can be easily computed:
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In the above, we require r ¹ 0, which is the physically relevant case. Thefinal result is referenced in themain
text: the characteristic equation depends on ρ only via a scaling of the eigenvaluesλ. As such, an increase in
pumppower does not change the sign of the eigenvalues, which is critical to determining stability.

Appendix E. Supplementary simulations and reservoir dynamics

In this section, we include additional simulation results to supplement those included in themain text.We begin
by presenting phase diagrams inP–g space for values of gRweaker than the value used for figure 4 of themain
text. Infigures E1(a)–(c), phase diagrams are plotted for m= ( )g 0.15, 0.1, 0 m meVR

2 respectively. Clearly,
the gRmediated synchronised regime shrinks as gR becomesweaker. Note, however, that the reservoir-polariton
interaction gR still competes with synchronisationmediated by the polariton–polariton interaction strength g;
when gR is turned off, the g-mediated synchronisation region is larger, over the same range of values of g, than the
situationwhen ¹g 0R .

In themain text we presented condensate dynamics; here, we briefly discuss the associated reservoir
dynamics. In the synchronised regimes, corresponding to positions (a) and (c) infigure 4, the condensate has a
single frequency. Both the condensate and reservoir densities become stationary in the long time limit; the latter

Figure E1.Phase diagram inP–g space for (a) m=g 0.15 m meVR
2 , (b) m=g 0.1 m meVR

2 , and (c) m=g 0 m meVR
2 . The regime

of gR-mediated synchronisation shrinks as the strength of gR decreases. Desynchronized regions are shown in yellow, while in the
synchronised regions, colours indicate the steady state population imbalance z.
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is then obtained by solving for the steady state of equation (1b):

g
=

+ Y
( ) ( )

∣ ( )∣
( )n

Pf

R
r

r

r
. E.1R

R
2

Recall that in ourmodal description of condensate dynamics, the TCMTcan be used to obtain Y∣ ∣2 but generally
not the full reservoir density; instead, the simulated reservoir variables are thematrix elementsNnm(t) (see
equation (7b)). However, in the single frequency steady-state case, ( )n rR is entirely determined by the condensate
density, as is clear from equation (E.1). Thus the TCMTcan be used to obtain ( )n rR directly in this situation.We
obtain the reservoir density, scaled by P L0 , where L is the extent of the pump, and g g=P Rc R0 as introduced
earlier, for positions (a) and (c) offigure 4. The results are shown in solid black infigures E2(a) and (c)
respectively, and corresponding SSI results are shown in dashed red; note the excellent agreement. For (a), the
synchronised phase has >z 0, and so the higher frequency, left trapmode has higher occupation. This indicates
the condensate density is higher in the left trap, and thus the reservoirmust bemore strongly depleted there. This
is precisely what is observed. For (c), where <z 0 instead, the reservoir overlappingwith the right trap ismore
depleted, which agrees well with the simulated results.

In the desynchronized regimes, the reservoir density has a time-dependent evolution. In thismore
general case, a comparison of reservoir dynamics simulated by the TCMT and SSI can be carried out via
the reservoirmatrix elements instead. Using the full reservoir density computed via the SSI,Nnm(t)may
be obtained using the basis modes and equation (7b). Comparisons of the real and imaginary parts of the
matrix elements are shown in figure E2(b) for the TCMT (solid lines) and SSI (dashed black). Again, excellent
agreement is found.

Appendix F.Weak gR regime

The dynamics we consider in this paper, and the simplified stability analysis, hold for the case where g gR c ,
namely the regimewhere the reservoir dynamicsmay be adiabatically eliminated. In the opposite, dynamical
reservoir regime, where g gR c , we have found that complex dynamical effectsmay arise, as found in recent
numerical studies [33, 40]. In particular, stronglymultimode behaviour emerges for high pumping powers and
—more importantly for the physics considered here—for strong nonlinearities.

To illustrate further the kinds ofmultimode dynamics present in the dynamical reservoir regime, we present
infigure F1(a) plots of the polariton number (integrated condensate density) in the left trap as a function of time
using the TCMT, and an exact solution using an SSI, as in themain text, figure 4.Here, we take g g= 0.1 ;R c the
remaining parameters are summarised in the figure caption.Wefind complex dynamical features that agree
quite well between bothmethods. The emergence of these features is clarified via themodal description provided
by the TCMT. Infigure F1(b), the inset shows a spectral decomposition of the condensate wavefunction,
plotting the normalisedmodal weights, a

a
n

1
. Only peaks corresponding to the fivemodes with greatest spectral

weight are shown; a total of elevenmodes is needed to reach the agreement shown infigure F1(a). Thefirst two
modes are simply the left and right trapmodes,jl andjr respectively. The twomodeswith next greatest spectral
weight,modes number 3 and 5, are depicted infigure F1(b). Hence, in this regimewhere reservoir relaxation is
slow relative to polariton loss, condensate dynamics can typically become very complicated, andmay involve
multiple interactingmodes, as found here.

Figure E2. (a), (c) Steady state reservoir density ( )n rR scaled by P L0 (solid black) at correspondingly labelled positions in the two
synchronised regions of the phase diagram infigure 4 of themain text, together with the SSI results (dashed red). Shaded grey regions
indicate the polariton traps. (b)Real and imaginary parts of reservoirmatrix elementsNnm(t) in the correspondingly labelled
desynchronized region of the phase diagram, computed using the TCMT (solid lines) and SSI (black dashed lines).
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AppendixG.Neglecting exciton diffusion

The reservoir dynamical equation in equation (1a) typically includes an additional term incorporating the
diffusion of excitons,

g¶ = - - Y + ( ) ∣ ∣ ( )n Pf n Rn
D

m
nr , G.1t R R R R R

2 2

whereD is introduced as the dimensionless diffusion constant. In this paper, we have neglected this term, owing
to this diffusion constant being relatively small for excitons due to their heavymass; in typical systems [34] that
we are considering here, » -D 10 3, which corresponds to actual diffusion rates on the order of -10 cm s 2.

However, in the present casewhere reservoir depletion plays an important role in determining
synchronisation dynamics, onemay reasonably askwhether even relatively weak diffusion could strongly affect
the observed physics. To verify that neglecting the diffusion term is valid, wefirst consider a perturbative
solution inD; theD=0 reservoir dynamical equation can be solvedwhen g gR c , i.e. in the regimewhere the
reservoir adiabatically follows the condensate evolution, to yield:

g
=

+ Y
( )
∣ ∣

( )( )
( )n

Pf

R

r
. G.2R

R

0
0 2

The superscript ( )0 indicates results computedwith the diffusion termneglected (D= 0). If we now expand the
full reservoir density for nonzeroD as a power series in = + + ¼( ) ( )D n n Dn, R R R

0 1 , a dynamical equation for
thefirst order correction ( )nR

1 tofirst order inD is easily obtained:

g¶ = - - Y + ∣ ∣ ( )( ) ( ) ( ) ( ) ( )n n Rn
m

n
1

. G.3t R R R R R
1 1 1 0 2 2 0

In deriving the above, we have neglected the finite extent of the pump. Also, anymodifications of Y∣ ∣2 due to
exciton diffusionwill lead to contributions that are second order inD; hence these are neglected. Again, in the
regime of adiabatic elimination, the above equationmay be solved:

Figure F1. (a)Plots of polariton number (integrated condensate density) in the left trap in the dynamical reservoir regime, g g= 0.1R c ,
using the TCMT (left panel, red) and the SSI (right panel, blue). Here, m= =P P g1.25 , 0.2 m meVR1

L 2 and m=g 0.035 m meV2 . (b)
Inset: spectral decomposition of condensate wavefunction, indicating themodes contributing to the solutions in (a): modes 1 and 2
two are left and right trapmodes jl and jr respectively from themain text.Modes 3 and 5 are plotted on the left (purple) and right
(turquoise) respectively.
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The effect of this correction to the diffusionless value ( )nR
0 can be estimated by computing the dimensionless ratio

v defined as:

ò
ò

=
Y
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∣ ∣
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( ) ( )

( ) ( )v
Dn
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r

r
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d
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R

R
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Wecompute the above quantity for a typical synchronised solution, and find »v D0.01 . This is a very small
quantity, for whichwe expect almost no changewith the inclusion of the diffusion term.

To further confirm the results of the above analysis, we perform SSI simulations of the gGPEwhile retaining
the diffusion term in equation (G.1).We compute the numerical results for the three cases indicated in
figures 4(a)–(c), and comparewith the results forD=0. The results are computed for = -D 10 3, and an order
ofmagnitude stronger diffusion, = -D 10 2. The resulting plots are included infigures G1(a)–(c).We see a
negligible difference between theD=0 and ¹D 0 case; the bottompanel offigureG1(b) shows a zoomed in
version of the desynchronized dynamics in the top panel, highlighting theminute discrepancy. The = -D 10 3

case is barely distinguishable fromD=0, while the use of a stronger diffusion constant also affects the dynamics
onlymarginally. Certainly, no qualitatively different behaviour is observed. These simulations support the
omission of the diffusion term in the reservoir dynamics for the systems considered here.
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